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INTRODUCTION

For the first three decades of computing and networking, computer systems supported 
a limited set of business activities. Advancements in information technology led to vast 
increases in IT support of business processes. Rapid application development technolo-
gies meant that organizations could build application environments so quickly that 
requirements, security, and design considerations could be (and often were) set aside. 
Information systems don’t just support business processes—often they are business 
processes.

Throughout human history, we have invented tools and put them to work before 
fully understanding their safety or security implications. It is only after a new product 
or technology is put into general use that the risks become known. This often results in 
hasty fixes and protection laws. Readers of this book may be aware that there is a grow-
ing array of laws in place that require organizations to enact processes and controls to 
protect information and information systems. Laws like Sarbanes-Oxley, Gramm-Leach-
Bliley, HIPAA, PIPEDA, and the multitude of U.S. state laws requiring public disclosure 
of security breaches involving private information have created a backlash. Organiza-
tions are either required or incentivized to perform audits that measure compliance in 
order to avoid penalties, sanctions, and embarrassing news headlines.

These laws have caused a surge in demand for IT security professionals and IS audi-
tors. These professionals, now in high demand, play a crucial role in the development 
of better compliance programs.

The Certified Information Systems Auditor (CISA) certification, established in 
1978, is indisputably the leading certification for IS auditing. Demand for profession-
als with the CISA certification has been growing so much that the once-per-year certifi-
cation exam was changed to twice per year in 2005. That same year, the CISA certification 
was awarded accreditation by the American National Standards Institute (ANSI) under 
international standard ISO/IEC 17024. In mid-2009, there were over 60,000 profes-
sionals holding the certification.

IS auditing is not a “bubble” or a flash in the pan. Rather, IS auditing is a permanent 
fixture in IS/IT organizations that have to contend with new technologies, new systems, 
and new data security and privacy laws. The CISA certification is the gold standard cer-
tification for professionals who work in this domain.

Purpose of this Book
Let’s get the obvious out of the way: this is a comprehensive study guide for the IT or 
audit professional who needs a serious reference for individual or group-led study for 
the Certified Information Systems Auditor certification. Plus Chapter 1 explains the 
certification process itself.

xxiii
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This book is also an IS auditor’s desk reference. Chapters 2–7 explain key technolo-

gies found in today’s information systems, plus the details and principles of IS auditing 
that auditors must thoroughly understand to be effective. 

Appendix A walks the reader through the entire performance of a professional au-
dit. This section discusses IS audits from internal and external perspectives, from audit 
planning to delivering the final report.

Appendix B discusses control frameworks; this section will help an IS auditor who 
needs to understand how control frameworks function, or who is providing guidance 
to an organization that needs to implement a control framework. 

Appendix C provides instructions on how to use the accompanying CD, which 
comes complete with MasterExam and the electronic version of the book.

This book is an excellent guide for someone exploring the IS audit profession. The 
study chapters explain all of the technologies and audit procedures, and the appendices 
explain process frameworks and the practical side of professional audits. This is useful 
for those readers who wonder what the IS audit profession is all about.
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CHAPTER 1Becoming a CISA

This chapter discusses the following major topics:
• What it means to be a CISA-certified professional
• Getting to know ISACA, its code of ethics, and its standards
• The certification process
• Applying for the exam
• Maintaining your certification
• Getting the most from your CISA journey

Congratulations on choosing to become a Certified Information Systems Auditor 
(CISA). Whether you have worked several years in the field of information systems 
auditing or have just recently been introduced to the world of controls, assurance, and 
security, don’t underestimate the hard work and dedication required to obtain and 
maintain CISA certification. Although ambition and motivation are required, the 
rewards can far exceed the effort.

You probably never imagined you would find yourself working in the world of 
auditing or looking to obtain a professional audit certification. Perhaps the increase in 
legislative or regulatory requirements for information system security led to your intro-
duction to this field. Or possibly you have noticed that CISA-related career options are 
increasing exponentially, and you have decided to get ahead of the curve. You aren’t 
alone: 55,000 professionals worldwide reached the same conclusion and have earned 
the well-respected CISA certification. Welcome to the journey and the amazing oppor-
tunities that await you.

I have put together this information to help you further understand the commit-
ment needed, prepare for the exam, and maintain your certification. Not only is it my 
wish to see you pass the exam with flying colors, but I also provide you with the infor-
mation and resources to maintain your certification and to proudly represent yourself 
and the professional world of IS auditing with your new credentials. 

The Information Systems Audit and Control Association (ISACA) is a recognized 
leader in the areas of control, assurance, and IT governance. This nonprofit organization 
represents more than 86,000 professionals in approximately 160 different countries. 
ISACA administers several exams and controls certifications including the CISA, the CISM 
(Certified Information Systems Management), and the CGEIT (Certified Governance of 
Enterprise Information Technology) certifications. The certification program itself 

1
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has been accredited by the American National Standards Institute (ANSI) under Inter-
national Organization for Standardization (ISO) 17024, which means that ISACA’s 
procedures for accreditation meet international requirements for quality, continuous 
improvement, and accountability.

If you’re new to ISACA, I recommend that you tour the web site and familiarize 
yourself with the guides and resources available. In addition, if you’re near one of the 
175 local ISACA chapters in 70 countries, consider taking part in the activities and even 
reaching out to the chapter board for information on local training days or study 
sessions.

The CISA certification was established in 1978 and primarily focuses on audit, 
controls, assurance, and security. It certifies the individual’s knowledge around testing 
and documenting IS controls, and ability to conduct formal IS audits. Organizations 
seek out qualified personnel for assistance with developing and maintaining strong 
controls environments. A CISA-certified individual is a great candidate for this.

Benefits of CISA Certification
Obtaining the CISA certification offers several significant benefits:

• Expands knowledge and skills, builds confidence Developing knowledge 
and skills around the areas of audit, controls, assurance, and security can 
prepare you for advancement or to expand your scope of responsibilities. The 
personal and professional achievement can boost confidence that encourages 
you to move forward and seek new career opportunities.

• Increases marketability and career options Because of various legal 
and regulatory requirements such as HIPAA (Health Insurance Portability and 
Accountability Act), PCI (Payment Card Industry data security standard), 
Sarbanes-Oxley, GLBA (Gramm Leach Bliley Act), FDA (Food and Drug 
Administration), and FERC/NERC (Federal Energy Regulatory Commission/
North American Electric Reliability Corporation), and the growing need 
for information systems and automation, controls, assurance, and audit 
experience, demand is growing for individuals with experience in testing 
and documenting controls. Many government agencies and organizations 
are requiring CISA certifications for positions involving IS audit activities. 
Having a CISA can open up many doors of opportunity in various industries 
and countries.

• Builds customer confidence/international credibility Prospective customers 
needing control or audit work will have faith that the quality of the audits 
and controls documented or tested are in line with internationally recognized 
standards. 

Regardless of your current position, demonstrating knowledge and experience in 
the areas of IS controls, audit, assurance, and security can expand your career options. 
The certification does not limit you to auditing; it can provide additional value and 
insight to those in or seeking the following positions:
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• Executives such as CEOs, CFOs, and CIOs

• Chief audit executives, audit partners, and audit directors

• Security and IT operations executives (CTOs, CISOs, CSOs), directors, 
managers, and staff

• Compliance executives and management

• Consultants

Becoming a CISA
The following list outlines the major requirements for becoming certified:

• Experience A CISA candidate must be able to submit verifiable evidence 
of five years’ experience, with a minimum of two years’ professional work 
experience in IS auditing, control, or security. Experience can be in any of the 
job content areas, but must be verified. For those with less than five years’ 
experience, experience substitution options are available.

• Ethics Candidates must commit to adhere to ISACA’s Code of Professional 
Ethics, which guides the personal and professional conduct of those certified.

• Exam Candidates must receive a passing score on the CISA exam.

• Education Those certified must adhere to the CISA Continuing Education 
Policy, which requires a minimum of 20 continuing professional education 
(CPE) hours each year, with a total requirement of 120 CPEs over the course 
of the certification period (three years).

• Standards Those certified agree to abide by IS auditing standards and 
minimum guidelines for performing IS audits. 

• Application After successfully passing the exam, meeting the experience 
requirements, and having read through the Code of Professional Ethics, a 
candidate is ready to apply for certification.

Experience Requirements
To qualify for CISA certification, you must have completed the equivalent of five years’ 
total work experience. These five years can take many forms, with several substitutions 
available. Additional details on the minimum certification requirements, substitution 
options, and various examples are discussed next.

NOTE NOTE Although it is not recommended, a CISA candidate can take the exam 
before completing any work experience directly related to IS audit.  As long 
as the candidate passes the exam and the work experience requirements are 
filled within five years of the exam date and within ten years from application 
for certification, the candidate is eligible for certification.
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Direct Work Experience
You are required to have a minimum of two years’ work experience in the fields of IS 
audit, controls, or security. This is equivalent to 4,000 actual work hours, which must 
be related to the six CISA job practice areas: 

• IS Audit Process Planning and conducting information systems audits in 
accordance with IS Standards and best practices, communicating results, and 
advising on risk management and control practices.

• IT Governance Ensuring that adequate human resource, performance, value, 
and risk management are in place to align and support the organization’s 
strategies and objectives.

• Systems and Infrastructure Life-Cycle Management Ensuring that 
systems and infrastructure have appropriate controls in place (acquisition, 
development, testing implementation, maintenance, and disposal) to provide 
reasonable assurance that the organization’s objectives will be met.

• IT Service Delivery and Support Evaluating or implementing IT service 
management practices to ensure an organization’s objectives are met.

• Protection of Information Assets Evaluating, designing, or implementing 
a security architecture with the intent of ensuring the confidentiality, integrity, 
and availability of information assets.

• Business Continuity and Disaster Recovery Evaluating, developing, or 
managing business continuity and disaster recovery processes that minimize 
impact to the organization in the event of disruption.

All work experience must be completed within the ten years before completing the 
certification application, and five years from the date of initially passing the CISA exam. 
You will need to complete a separate Verification of Work Experience form for each seg-
ment of experience.

There is only one exception to this minimum two-year direct work experience 
requirement: if you are a full-time instructor. This option is discussed in the next 
section.

Substitution of Experience
Up to a maximum of three years’ direct work experience can be substituted with the 
following to meet the five-year experience requirement:

• One year of information systems or one year of non-IS auditing experience 
can be substituted for up to one year of direct work experience.

• If you have completed a two- or four-year degree, 60–120 completed university 
semester credit hours, regardless of when completed, can substitute for one 
or two years of direct work experience, respectively. Transcripts or a letter 
confirming degree status must be sent from the university attended to obtain 
the experience waiver.
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• If you have completed a bachelor’s or master’s degree from a university 

that enforces an ISACA-sponsored curriculum, it can be substituted for one 
or two years of direct work experience, respectively (for information on 
ISACA-sponsored curricula and participating universities, see www.isaca.org/
modeluniversities). Transcripts or a letter confirming degree status will need 
to be sent from the university to obtain an experience waiver.

• Association of Chartered Certified Accountants (ACCA) members and 
Chartered Institute of Management Accountants (CIMA) members with 
full certification can apply for a two-year experience waiver.

• Those applying with a master’s degree in information systems or IT from 
a university can apply for a one-year experience waiver.

As noted earlier, there is only one exception to the experience requirements. Should 
you have experience as a full-time university instructor in a related field (that is, infor-
mation security, computer science, and accounting), each year of your experience can 
be substituted for one year of required direct work experience, without limitation.

Here is an example CISA candidate whose experience and education are considered 
for CISA certification:

Jane Doe graduated in 1995 with a bachelor’s degree in accounting. She spent five 
years working for an accounting firm conducting non-IS audits, and in January 2000, 
she began conducting IS audits full time. In January 2002, she took some time off work 
for personal reasons and rejoined the workforce in December 2007, working for a 
public company in their internal audit department documenting and testing financial 
controls. Jane passed the CISA exam in June 2008 and applied for CISA certification in 
January 2009. Does Jane have all of the experience required? What evidence will she 
need to submit?

• Two-year substitution Jane obtained a bachelor’s degree in accounting, 
which equates to two years’ experience substitution.

• Jane can count all work experience after January 1999: 

• Two years’ direct experience She can count her two full years of IS audit 
experience in 2000 and 2001.

• One-year substitution She can also take into account one year of non-IS 
audit experience completed between January 1999 to January 2000.

• One-year substitution Should she want to utilize her new internal audit 
financial controls experience, Jane has the option to use this for experience 
substitution rather than her earlier non-IS audit experience. The choice is hers.

Jane would need to send the following with her application to prove experience 
requirements are met:

• Verification of Work Experience forms filled out and signed by her supervisors 
(or any superior) at the accounting firm, verifying both the IS and non-IS 
audit work conducted.

• Transcripts or letter confirming degree status sent from the university.
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ISACA Code of Professional Ethics
Becoming a CISA means that you agree to adhere to the ISACA Code of Professional 
Ethics. The code of ethics is a formal document outlining those things you will do to 
ensure the utmost integrity and that best support and represent the organization and 
certification.

The following summarizes the code of ethics:

• Support the implementation of standards, procedures, and controls for IS.

• Encourage compliance with standards, procedures, and controls for IS.

• Conduct audits and related tasks with objectivity, due diligence, and 
professional care.

• Conduct audits in accordance with standards and best practices.

• Serve in the interest of stakeholders, lawfully and with integrity.

• Avoid engaging in acts that may be disreputable to the profession.

• Maintain privacy and confidentiality of information unless legally required to 
disclose it.

• Never disclose information for personal benefit or to inappropriate parties.

• Maintain competencies and agree to undertake only those activities that you 
can reasonably complete with professional competence.

• Inform appropriate parties of audit results, stating all significant facts known.

• Educate stakeholders and enhance their understanding of IS security and controls.

Failure to follow the code can result in investigation of the member’s conduct and 
potential disciplinary measures that range from warning to revocation of certification 
and/or membership. For more information on the complaint-handling process and for 
information on the Investigations Committee, see the Code of Professional Ethics 
section on the ISACA web site.

ISACA IS Standards
An auditor can gather information from several credible resources to conduct an audit 
with integrity and confidence. ISACA has developed its own set of standards of manda-
tory requirements for IS auditing and reporting. 

As a CISA, you agree to abide by and promote the IS Standards where applicable, 
encouraging compliance and supporting their implementation. As you prepare for 
certification and beyond, you will need to read through and become familiar with these 
standards. The following standards were created to define the minimum level of acceptable 
performance required to meet the professional requirements as required in the ISACA 
and to help set expectations. They have been established, vetted, and approved by 
ISACA:
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• S1: Audit Charter This standard describes the importance of having a 

documented audit charter or engagement letter to clearly state the purpose, 
responsibilities, authority, and accountability of the information systems 
audit function or audits.

• S2: Independence This standard describes the importance of the IS auditor’s 
independence with regard to the audit work and the auditee, in activity and 
perception.

• S3: Professional Ethics and Standards The IS auditor should exercise due 
professional care, adhere to the code of ethics, and abide by professional 
auditing standards.

• S4: Professional—Competence Each IS auditor should obtain and maintain 
professional competence and only conduct assignments in which he or she 
has the skills and knowledge.

• S5: Planning This standard describes planning best practices including those 
concerning scope and audit objectives, developing and documenting a risk-based 
audit approach, the creation of an audit plan, and development of an audit 
program and procedures.

• S6: Performance of Audit Work When conducting an audit, it is critical to 
provide reasonable assurance that audit objectives have been met; sufficient, 
reliable, and relevant evidence is collected; and all audit work is appropriately 
documented to support conclusions and findings.

• S7: Reporting This standard provides guidance on audit reporting, including 
guidance on stating scope, objectives, audit work performed, and on stating 
findings, conclusions, and recommendations.

• S8: Follow-up Activities IS auditors are responsible for particular follow-up 
activities once the findings and recommendations have been reported. 

• S9: Irregularities and Illegal Acts This standard thoroughly describes those 
considerations of irregularities and illegal acts the IS auditor should have 
throughout the audit process.

• S10: IT Governance This standard provides guidance to the IS auditor as 
to what governance areas should be considered during the audit process, 
including whether the IS function is strategically aligned with the organization, 
performance management, compliance, risk management, resource management, 
and the control environment.

• S11: Use of Risk Analysis in Audit Planning An appropriate risk assessment 
methodology should be utilized when developing the IS audit plan, prioritizing 
activities, and planning individual audits.

• S12: Audit Materiality This standard provides guidance on audit materiality, 
how it relates to audit risk, and how to rate the significance of control deficiencies 
and whether they lead to significant deficiencies or material weakness.
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• S13: Using the Work of Other Experts The purpose of this standard is to 

provide guidance to the IS auditor on when it may be appropriate to use 
the work of other experts during an audit, how to assess this work, how to 
determine adequacy, and then how to document the work.

• S14: Audit Evidence The IS auditor may use this standard as a guideline for 
what constitutes audit evidence, and the quality and quantity of evidence that 
should be obtained in order to draw reasonable conclusions.

• S15: IT Controls This standard provides guidance regarding the evaluation 
and monitoring of IT controls and the importance of providing guidance 
to management regarding the design, implementation, operation, and 
improvement of these controls.

• S16: E-Commerce For those IS auditors who may be tasked with reviewing 
controls and assessing risk within e-commerce environments, this standard 
provides guidance on how to evaluate the controls and ensure transactions 
are properly controlled.

I recommend that you check the ISACA web site periodically for updates to the 
standards. As an ISACA member, you will automatically be notified when changes have 
been submitted and the documents are open for review (www.isaca.org/standards).

The Certification Exam
The certification is offered twice each year, in June and December. You have several 
ways to register; however, regardless of method chosen, I highly recommend that you 
plan ahead and register early. Registering early and online reaps the most benefits, saving 
up to $100 compared with late, mailed, or faxed registrations.

In 2009 the schedule of fees in U.S. dollars was

• Exam Fee (early registration)

• $345 Member / $475 Non-member—online

• $395 Member / $525 Non-member—fax/mail

• Exam Fee (regular registration)

• $395 Member / $525 Non-member—online

• $445 Member / $575 Non-member—fax/mail

The test is administered by an ISACA-sponsored location. For additional details on 
the location nearest you, see the ISACA web site for more details.

Each registrant has four hours to take the multiple-choice question exam. There are 
200 questions on the exam representing the six job practice areas. The exam is not com-
puterized, but is provided via paper exam booklet. Each question has four answer 
choices; test-takers can select only one best answer by filling out the appropriate 
bubbles on the answer sheet provided, in pencil or pen. You will be scored for each job 
practice area and then provided one final score. Scores range from 200 to 800; however, 
a final score of 450 is required to pass.
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Exam questions are derived from a job practice analysis study conducted by ISACA. 
The areas selected represent those tasks performed in a CISA’s day-to-day activities and 
represent the background knowledge required to perform the tasks.  

The CISA exam is quite broad in scope. It covers several six job practice areas, as 
shown in Table 1-1.

Independent committees have been developed to determine the best questions, 
review exam results, and statistically analyze the results for continuous improvement. 
Should you come across a horrifically difficult or strange question, do not panic. This 
question may have been written for another purpose. A few questions on the exam are 
included for research and analysis purposes and will not be counted against your 
score.

Preparing for the Exam
The following sections offer some tips and are intended to help guide you to, through, 
and beyond exam day.

Before the Exam
Take a moment to read through the following list of tips on tasks and resources for 
exam preparation. They are listed in sequential order.

• Obtain the Bulletin of Information (BOI) The BOI contains the most current 
information about exam requirements, additional information about the exam, 
registration instructions, test dates, score reporting, test center locations, and 
registration forms. The BOI can be found at www.isaca.org/cisaboi.

• Read the Candidate’s Guide For information on the certification exam and 
requirements for the current year, see www.isaca.org/cisaguide.

• Register If you are able to, register early for the cost savings and to solidify 
your commitment to moving forward with this professional achievement.

• Self-assess Run through practice exam questions. Be sure to see the ISACA 
web site for CISA self-assessment at www.isaca.org/cisaassessment.

Job Practice Area Percentage of Exam

IS Audit Process 10

IT Governance 15

Systems and Infrastructure Life-Cycle Management 16

IT Service Delivery and Support 14

Protection of Information Assets 31

Business Continuity / Disaster Recovery 14

Table 1-1 CISA Exam Practice Areas
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• Avoid cramming We’ve all seen the books on the shelves with titles that 

involve last-minute cramming. Just one look on the Internet reveals a variety 
of web sites that cater to teaching individuals how to most effectively cram 
for exams. There are also research sites claiming that exam cramming can lead 
to susceptibility to colds and flu, sleep disruptions, overeating, and digestive 
problems. One thing is certain: many people find that good, steady study 
habits result in less stress and greater clarity and focus during the exam. Due 
to the complexity of this exam, I highly recommend the steady study option. 
Study the job practice areas thoroughly. There are many study options. If time 
permits, investigate the many resources available to you.  

• You are not alone Oftentimes ISACA chapters will have formed specific 
study groups or offer less-expensive exam review courses. Contact your local 
chapter to see if these options are available to you.  

• Admission ticket Approximately two to three weeks before the exam, you 
will receive the admission ticket. Do not lose this ticket. Put it in a safe place, 
and take note of what time you will need to arrive at the site. Note this on 
your calendar.

• Logistics check Check the site a few days before the exam—become 
familiar with the location and tricks to getting there. If you are taking public 
transportation, be sure that you are looking at the schedule for the day of 
the exam: CISA exams are usually administered on a Saturday, when public 
transportation schedules may differ from weekday schedules. If you are 
driving, know the route and where to park your vehicle.

• Pack Place your admissions ticket, several sharpened No. 2 pencils and 
erasers, and a photo ID in a safe place, ready to go. Your ID must be a current, 
government-issued photo ID that matches the name on the admission ticket 
and must not be handwritten. Examples of acceptable ID are passports, 
driver’s licenses, state IDs, green cards, and national IDs. For information 
on what can and cannot be brought to the exam site, see www.isaca.org/
cisabelongings.

• Notification decision Decide if you would like your test results e-mailed 
to you. You will have the opportunity to consent to an e-mail notification of 
the exam results. If you are fully paid (zero balance on exam fee) and have 
consented to the e-mail notification, you should receive a one-time e-mail 
approximately eight weeks from the date of the exam with the results.

• Sleep Make sure you get a sound night’s sleep before the exam. Research 
suggests that you steer clear of caffeine at least four hours before bedtime, keep 
a notepad and pen next to the bed to capture late-night thoughts that might 
keep you awake worrying, eliminate as much noise and light as possible, and 
keep your room a good temperature for sleeping. In the morning, arise early 
so as not to rush and subject yourself to additional stress. 
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Day of the Exam
• Arrive early Check the Bulletin of Information and your admission ticket 

for the exact time you are required to report to the test site. The ticket/BOI 
explains that you must be at the test site no later than approximately 30 minutes 
before testing time. The examiner will begin reading the exam instructions at 
this time, and any latecomers will be disqualified from taking the test and 
will not receive a refund of fees.

• Observe test center rules There may be rules about taking breaks. This will 
be discussed by the examiner along with exam instructions. If at any time 
during the exam you need something and are unsure as to the rules, be sure 
to ask first. For information on conduct during the exam, see www.isaca.org/
cisabelongings.

• Answering exam questions Read questions carefully, but do not try to 
overanalyze. Remember to select the best solution. There may be several 
reasonable answers, but one is better than the others.

After the Exam 
Approximately eight weeks from the date of the exam, you will receive your exam 
results by e-mail or surface mail. Each job practice area score will be noted in addition 
to the overall final score. Should you receive a passing score, you will also receive the 
application for certification. Those unsuccessful in passing will receive a copy of 
the most current BOI. These individuals will want to take a close look at the job prac-
tice area scores to determine areas for further study. Regardless of pass or fail, exam 
results will not be disclosed via telephone, fax, or e-mail (with the exception of the 
consented one-time e-mail notification).

Applying for Certification
To apply for certification, you must be able to submit evidence of a passing score and 
related work experience. Keep in mind that once you receive a passing score, you have 
five years to use this score on a CISA application. After this time, you will need to take 
the exam again. In addition, all work experience submitted must have been within ten 
years of your new certification application.

To complete the application process, you need to submit the following information:

• CISA application Note the Exam ID # as found in your exam results letter 
and list the Information Systems Audit, control, security experience, and/or 
any experience substitutions, and identify which ISACA job practice area(s) 
the experience pertains to.

• Verification of Work Experience form(s) Must be filled out and signed by 
your immediate supervisor or a person of higher rank in the organization to 
verify work experience noted on the application.
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• Transcript or letter If using an Educational Experience Waiver, you 

must submit an original transcript or letter from the college or university 
confirming degree status.

As with the exam, after you’ve successfully mailed the application, you must wait 
approximately eight weeks for processing. If your application is approved, you will 
receive a package in the mail containing your letter of certification, certificate, and a 
copy of the Continuing Education Policy. You can then proudly display your certificate 
and use the designation (“CISA”) on your résumé, e-mail profile, or business cards. 
Please note, however, that you cannot use the CISA logo.

Retaining Certification
There is more to becoming a CISA than merely passing an exam, submitting an applica-
tion, and receiving a paper certificate. Becoming a CISA is an ongoing journey. Those 
with CISA certification not only agree to abide by the code of ethics and adhere to the 
IS Standards, but they must also meet education requirements and pay certification 
maintenance fees. Let’s take a closer look at the education requirements and explain the 
fees involved in retaining certification.

Continuing Education
The goal of continuing professional education (CPE) requirements is to ensure that 
individuals maintain CISA-related knowledge so that they can better manage, assess, 
and design controls around IS. To maintain CISA certification, individuals must obtain 
120 continuing education hours within three years, with a minimum requirement of 
20 hours per year. Each CPE is to account for 50 minutes of active participation in edu-
cational activities.

What Counts as a Valid CPE Credit?
A sample list of activities that you can count toward your CPE requirements follows:

• ISACA professional education activities and meetings.

• If you are an ISACA member, you can take Information Systems Control 
Journal CPE Quizzes online or participate in monthly webcasts. For each 
webcast, CPEs are rewarded after you pass a quiz.

• Non-ISACA professional education activities and meetings.

• Self-study courses.

• Vendor sales or marketing presentations (ten-hour annual limit).

• Teaching, lecturing, or presenting on subjects related to job practice areas.

• Publication of articles and books related to the profession.
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• CISA exam question development and review.

• Participation in ISACA and ITGI boards or committees (ten-hour annual 
limit).

For more information on what is accepted as a valid CPE credit, see the Continuing 
Professional Education Policy (www.isaca.org/cisacpepolicy).

Tracking and Submitting CPEs
Not only are you required to submit a CPE tracking form for the annual renewal 
process, but you also should keep detailed records for each activity. Records associated 
with each activity should have

• Name of attendee

• Name of sponsoring organization

• Activity title

• Activity description

• Activity date and number of CPE hours awarded

It is in your best interest to track all CPE information in a single file. ISACA has 
developed a tracking form for your use, which can be found in the Continuing Profes-
sional Education Policy. To make it easy on yourself, consider keeping all related 
records such as receipts, brochures, and certificates in the same place. This is especially 
important as you may someday be audited. If this happens, you would be required to 
submit all paperwork. So why not be prepared?

For new CISAs, the annual and three-year certification period begins January 1 of 
the year following certification. It is not required that the hours from the first year that 
the individual was certified be reported; however, the hours earned from the time of 
certification to December 31 can be utilized in the first certification reporting period 
the following year. Therefore, should you get certified in January, you will have until the 
following January to gain CPEs and will not have to report them until you report 
the totals for the following year, which will be in October or November. This is known 
as the renewal period. During this time you will receive an e-mail directing you to the 
web site to enter in CPEs earned over the course of the year (www.isaca.org/renew). 
Alternatively, the renewal will be mailed to you, and then CPEs can be recorded on the 
hardcopy invoice and sent with your maintenance fee payment.

Notification of compliance from the certification department is sent after all of the 
information has been received and processed. Should ISACA have any questions about 
the information you have submitted, they will contact you directly.

Sample CPE Submission
Table 1-2 contains an example of a CPE submission:
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CPE Maintenance Fees
To remain CISA certified, you must pay CPE maintenance fees each year. These fees are 
(as of mid-2009) U.S. $40 for members and $80 for non-members each year. These fees 
are in addition to ISACA membership and local chapter dues.

Revocation of Certification
A CISA-certified individual may have his or her certification revoked for the following:

• If the individual does not meet, or fails to provide evidence of, all the CPE 
requirements during a renewal or audit.

• Failure to submit payment for maintenance fees.

• Failure to comply with the Code of Professional Ethics can result in 
investigation and ultimately can lead to revocation of certification.

Name________John Jacob____________

Certification Number__67895787__________

Certification Period___1/1/2009_____to___12/31/2009____

Activity Title/Sponsor Activity 
Description

Date CPE 
Hours

Support 
Docs 
Included?

ISACA presentation/lunch PCI compliance 2/12/2009 1 CPE Yes (receipt)

ISACA presentation/lunch Security in SDLC 3/12/2009 1 CPE Yes (receipt)

Regional Conference, RIMS Compliance, risk 1/15–17/2009 6 CPEs Yes (CPE 
receipt)

BrightFly webinar Governance, risk, 
& compliance

2/16/2009 3 CPEs Yes 
(confirmation 
e-mail)

ISACA board meeting Chapter board 
meeting

4/9/2009 2 CPEs Yes (meeting 
minutes)

Presented at IIA meeting IT audit 
presentation

6/21/2009 1 CPE Yes (meeting 
notice)

Published an article in XYZ Journal article on 
SOX ITGCs

4/12/2009 4 CPEs Yes (article)

Vendor presentation Learned about 
GRC tool 
capability

5/12/2009 2 CPEs Yes

Employer-offered training Change 
management 
course

3/26/2009 7 CPEs Yes 
(certificate 
of course 
completion)

Table 1-2 Sample CPE Submission
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If you have received a revocation notice, you will need to contact the ISACA Certifi-

cation Department (certification@isaca.org) for more information.

CISA Exam Preparation Pointers
• Register for the exam early and online to obtain greatest financial savings.

• When studying for the exam, take as many practice exams as possible.

• Memorization will not work—for this exam, it is critical that you understand 
the concepts.

• If you have time while studying for the exam, begin gathering relevant Work 
Experience Verification forms from past employers and original transcripts 
from your college or university (if using the Education Experience Waiver).

• Do not arrive late to the exam site. Latecomers are immediately disqualified.

• Begin keeping track of CPEs as soon as you obtain certification.

• Mark your calendar for CPE renewal time, which begins in October/November 
each year.

• Become familiar with the IS Standards.

• Become involved in your local ISACA chapter for networking and educational 
opportunities.

Summary
In this chapter I focused on the benefits of becoming a CISA and the process for ob-
taining and maintaining certification. Being a CISA is a journey, not just a one-time 
event. It takes motivation, skill, good judgment, and proficiency to be a strong leader 
in the world of Information Systems auditing. The CISA was designed to help you 
navigate the IS world with greater ease and confidence.

In the following chapters, each job practice area will be discussed in detail, and 
additional reference material will be presented. Not only is this information useful for 
studying prior to the exam, but it is also meant to serve as a resource throughout your 
career as an audit professional.
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CHAPTER 2IT Governance and Risk 
Management

This chapter discusses the following topics
• IT governance structure
• Human resources management
• IT policies, standards, processes, and procedures
• Management practices
• IT resource investment, use, and allocation practices
• IT contracting and contract management strategies and practices
• Risk management practices
• Monitoring and assurance

The topics in this chapter represent 15 percent of the CISA examination.

IT governance should be the wellspring from which all other IT activities flow.

Properly implemented, governance is a process whereby senior management exerts 
strategic control over business functions through policies, objectives, delegation of 
authority, and measurement. Governance is management’s control over all other IT 
processes, to ensure that IT processes continue to effectively meet the organization’s 
business needs.

Organizations usually establish governance through an IT steering committee that 
is responsible for setting long-term IT strategy, and by making changes to ensure that IT 
processes continue to support IT strategy and the organization’s needs. This is accom-
plished through the development and enforcement of IT policies, requirements, and 
standards.

IT governance typically focuses on several key processes such as personnel manage-
ment, sourcing, change management, financial management, quality management, 
security management, and performance optimization. Another key component is the 
establishment of an effective organization structure and clear statements of roles and 
responsibilities. An effective governance program will use a balanced scorecard to mon-
itor these and other key processes, and through a process of continuous improvement, 
IT processes will change to remain effective and to support ongoing business needs.

17
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Practices for Executives and Board of Directors
Governance starts at the top.  

Whether the organization has a board of directors, council members, commissioners, 
or some other top-level governing body, governance begins with top-level objectives 
and policies that are translated into more actions, policies, and other activities down-
ward through each level in the organization.

This section describes governance practices recommended for IT organizations that 
include a strategy-developing committee, measurement via the balanced scorecard, 
security management, and enterprise architecture.

IT Governance
The purpose of IT governance is the alignment of the IT organization with the needs 
of the business. The term IT governance refers to a collection of top-down activities 
intended to control the IT organization from a strategic perspective. Some of the prod-
ucts and activities that flow out of healthy IT governance include

• Policy At its minimum, IT policy should directly reflect the mission, 
objectives, and goals of the overall organization. 

• Priorities The priorities in the IT organization should flow directly from the 
organization’s mission, objectives, and goals. Whatever is most important to 
the organization as a whole should be important to IT as well.

• Standards The technologies, protocols, and practices used by IT should be 
a reflection of the organization’s needs. On their own, standards help to drive a 
consistent approach to solving business challenges; the choice of standards 
should facilitate solutions that meet the organization’s needs in a cost-effective 
and secure manner.

• Vendor management The suppliers that IT selects should reflect IT priorities, 
standards, and practices.

• Program and project management IT programs and projects should be 
organized and performed in a consistent manner that reflects IT priorities 
and supports the business.

While IT governance contains the elements just described, strategic planning is also 
a key component of governance. Strategy is discussed in the next section. 

IT Strategy Committee
In organizations where IT provides significant value, the board of directors should have 
an IT strategy committee. This group will advise the board of directors on strategies to 
enable better IT support of the organization’s overall strategy and objectives.

The IT strategy committee can meet with the organization’s top IT executives to 
impart the board’s wishes directly to them. This works best as a two-way conversation, 
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where IT executives can inform the strategy committee of their status on major initia-
tives, as well as on challenges and risks. This ongoing dialogue can take place as often 
as needed, usually once or twice per year.

The Balanced Scorecard
The balanced scorecard (BSC) is a management tool that is used to measure the perfor-
mance and effectiveness of an organization. The balanced scorecard is used to determine 
how well an organization can fulfill its mission and strategic objectives, and how well 
it is aligned with overall organizational objectives.

In the balanced scorecard, management defines key measurements in each of four 
perspectives:

• Financial Key financial items measured, such as the cost of strategic 
initiatives, support costs of key applications, and capital investment.

• Customer Key measurements include the satisfaction rate with various 
customer-facing aspects of the organization.

• Internal processes Measurements of key activities include the number of 
projects and the effectiveness of key internal workings of the organization.

• Innovation and learning Human-oriented measurements include turnover, 
illness, internal promotions, and training.

Each organization’s balanced scorecard will represent a unique set of measure-
ments that reflects the organization’s type of business, business model, and style of 
management.

The Standard IT Balanced Scorecard
The balanced scorecard should be used to measure overall organizational effectiveness 
and progress. A similar scorecard, the standard IT balanced scorecard, can be used to 
specifically measure IT organization performance and results.

Like the balanced scorecard, the standard IT balanced scorecard has four perspectives:

• Business contribution Key indicators here are the perception of IT 
department effectiveness and value as seen from other (non-IT) corporate 
executives.

• User Key measurements include end user satisfaction rate with IT systems 
and the IT support organization. Satisfaction rates of external users should be 
included if the IT department builds or supports externally facing applications 
or systems.

• Operational excellence Key measurements include the number of support 
cases, amount of unscheduled downtime, and defects reported.

• Innovation This includes the rate at which the IT organization utilizes newer 
technologies to increase IT value, and the amount of training made available 
to IT staff.
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NOTE NOTE The IT balanced scorecard should flow directly out of the organization’s 
overall balanced scorecard. This will ensure that IT will align itself with corporate 
objectives. While the perspectives between the overall BSC and the IT-BSC 
vary, the approach for each is similar, and the results for the IT-BSC can “roll 
up” to the organization’s overall BSC.

Information Security Governance
Security governance is the collection of management activities that establishes key roles 
and responsibilities, identifies and treats risks to key assets, and measures key security 
processes. Depending upon the structure of the organization and its business purpose, 
information security governance may be included in IT governance, or security gover-
nance may stand on its own.

The main roles and responsibilities for security should be

• Board of directors The board is responsible for establishing the tone for 
risk appetite and risk management in the organization. To the extent that 
the board of directors establishes business and IT security, so too should the 
board consider risk and security in that strategy.

• Steering committee A security steering committee should establish the 
operational strategy for security and risk management in the organization. 
This includes setting strategic and tactical roles and responsibilities in more 
detail than done by the board of directors. The security strategy should be 
in harmony with the strategy for IT and the business overall. The steering 
committee should also ratify security policy and other strategic policies and 
processes developed by the CISO.

• Chief information security officer (CISO) The CISO should be responsible 
for conducting risk assessments; developing security policy; developing 
processes for vulnerability management, incident management, identity and 
access management, and compliance management; and informing the steering 
committee and board of directors of incidents and new or changed risks.

• All employees Every employee in the organization should be required 
to comply with the organization’s security policy, as well as with security 
requirements and processes. All senior and executive management should 
demonstrably comply with these policies as an example for others.

NOTE NOTE Security governance should also make clear that compliance to 
policies is a condition of employment, and that employees who fail to comply 
with policy are subject to discipline or termination of employment.

Enterprise Architecture
Enterprise architecture (EA) is both a function and a model. In terms of a function, the 
establishment of an enterprise architecture consists of activities to ensure that impor-
tant business needs are met by IT systems. EA may also involve the construction of a 
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model that is used to map business functions into the IT environment and IT systems 
in increasing levels of detail.

The Zachman Model
The Zachman enterprise architecture framework, established in the late 1980s, contin-
ues to be the dominant EA standard today. Zachman likens IT enterprise architecture to 
the construction and maintenance of an office building: at a high (abstract, not number 
of floors) level, the office building performs functions such as containing office space. 
As we look into increasing levels of detail in the building, we encounter various trades 
(steel, concrete, drywall, electrical, plumbing, telephone, fire control, elevators, and so 
on), each of which has its own specifications, standards, regulations, construction and 
maintenance methods, and so on.

In the Zachman model, IT systems and environments are described at a high, func-
tional level, and then in increasing detail, encompassing systems, databases, applica-
tions, networks, and so on. The Zachman framework is illustrated in Table 2-1.

While the Zachman model allows an organization to peer into cross-sections of an 
IT environment that supports business processes, the model does not convey the rela-
tionships between IT systems. Data flow diagrams are used instead to depict information 
flows.

Data Flow Diagrams
Data flow diagrams (DFDs) are frequently used to illustrate the flow of information 
between IT applications. Like the Zachman model, a DFD can begin as a high-level dia-
gram, where the labels of information flows are expressed in business terms. Written 
specifications about each flow can accompany the DFD; these specifications would 
describe the flow in increasing levels of detail, all the way to field lengths and commu-
nication protocol settings.

Data Functional 
(Application)

Network 
(Technology)

People 
(Organization)

Time Strategy

Scope List of 
data sets 
important in 
the business

List of business 
processes

List of business 
locations

List of 
organizations

List of events List of 
business 
goals and 
strategy

Enterprise 
Model

Conceptual 
data / object 
model

Business 
process model

Business 
logistics

Workflow Master 
schedule

Business 
plan

Systems Model Logical data 
model

System 
architecture

Detailed 
system 
architecture

Human interface 
architecture

Processing 
structure

Business 
rule model

Technology 
Model

Physical data / 
class model

Technology 
design

Technology 
architecture

Presentation 
architecture

Control 
structure

Rule design

Detailed 
Representation

Data 
definition

Program Network 
architecture

Security 
architecture

Time 
definition

Rule 
speculation

Function 
Enterprise

Usable data Working 
function

Usable 
network

Functioning 
organization

Implemented 
schedule

Working 
strategy

Table 2-1 Zachman Framework Shows IT Systems in Increasing Levels of Detail
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Similar to Zachman, DFDs permit nontechnical business executives to easily under-
stand the various IT applications and the relationships between them. A typical DFD is 
shown in Figure 2-1.

IT Strategic Planning
In a methodical and organized way, a good strategic planning process answers the ques-
tion of what to do, often in a way that takes longer to answer than it does to ask. While 
IT organizations require personnel who perform the day-to-day work of supporting 
systems and applications, some IT personnel need to spend at least a part of their time 
developing plans for what the IT organization will be doing two, three, or more years 
in the future.

Strategic planning needs to be a part of a formal planning process, not an ad hoc, 
chaotic activity. Specific roles and responsibilities for planning need to be established, 
and those individuals must carry out planning roles as they would any other responsibil-
ity. A part of the struggle with the process of planning stems from the fact that strategic 
planning is partly a creative endeavor that includes analysis of reliable information about 
future technologies and practices, as well as long-term strategic plans for the organization 
itself. In a nutshell, the key question is, In five years, when the organization will be perform-
ing specific activities in a particular manner, how will IT systems support those activities?

But it’s more than just understanding how IT will support future business activities. 
Innovations in IT may help to shape what activities will take place, or at least how they 
will take place. On a more down-to-earth level, IT strategic planning is about the abil-
ity to provide the capacity for IT services that will match the levels of business that the 

Figure 2-1 Typical data flow diagram (DFD) shows relationship between IT applications
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organization expects to achieve at certain points in the future. In other words, if organi-
zation strategic planning predicts specific transaction volumes (as well as new types of 
transactions) at specific points in the future, then the job of IT strategic planning will 
be to ensure that IT systems of sufficient processing capacity will be up and running 
when needed.

Discussion of new business activities, as well as the projected volume of current 
activities at certain times in the future, is most often discussed by a steering committee.

The IT Steering Committee
A steering committee is a body of middle or senior managers or executives that meets 
from time to time to discuss high-level and long-term issues in the organization. An IT 
steering committee will typically discuss the future states of the organization and how 
the IT organization will meet the organization’s needs. A steering committee will typi-
cally consist of senior-level IT managers as well as key customers or constituents. This 
provider-customer dialogue will help to ensure that IT as the organization’s technology 
service arm will fully understand the future vision of the business and be able to sup-
port future business activities, in terms of both capacity and the ability to support new 
activities that do not yet exist.

NOTE NOTE The role of the IT steering committee also serves as the body for 
assessing results of recent initiatives and major projects, to gain a high-level 
understanding of past performance in order to shape future activities. The 
committee also needs to consider industry trends and practices, risks as 
defined by internal risk assessments, and current IT capabilities.

The role of the IT steering committee is depicted in Figure 2-2.
The steering committee needs to meet regularly, consider strategic issues, and make 

decisions that translate into actions, tasks, and projects in IT and elsewhere.

Figure 2-2 
The IT steering 
committee 
synthesizes a future 
strategy using several 
inputs.
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Policy, Processes, Procedures, and Standards
Policies, procedures, and standards define IT organizational behavior and uses of technol-
ogy. They are a part of the written record that defines how the IT organization performs the 
services that support the organization.

Policy documents should be developed and ratified by IT management. Policies 
state only what must be done (or not done) in an IT organization. That way, a policy 
document will be durable—meaning it may last many years with only minor edits from 
time to time.

IT policies typically cover many topics, including

• Roles and responsibilities This will range from general to specific, usually 
by describing each major role and responsibility in the IT department and 
then specifying which position is responsible for it. IT policies will also make 
general statements about responsibilities that all IT employees will share.

• Development practices IT policy should define the processes used to 
develop and implement software for the organization. Typically, IT policy will 
require a formal development methodology that includes a number of specific 
ingredients such as quality review and the inclusion of security requirements 
and testing.

• Operational practices IT policy defines the high-level processes that 
constitute IT’s operations. This will include service desk, backups, system 
monitoring, metrics, and other day-to-day IT activities.

• IT processes, documents, and records IT policy will define other important IT 
processes, including incident management, project management, vulnerability 
management, and support operations. IT policy should also define how and 
where documents such as procedures and records will be managed and stored.

NOTE NOTE IT policy, like other organization policy, is generally focused on what 
should be done and on what parties are responsible for different activities. 
However, policy generally steers clear of describing how these activities should 
be performed. That, instead, is the role of procedures and standards, discussed 
later in this section. 

The relationship between policies,
  processes, procedures, and standards is 
shown in Figure 2-3.

Figure 2-3 
Policies, processes, 
procedures, and 
standards
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Information Security Policy
Security policy defines how an organization will protect its important assets. Like IT 
policy, information security policy defines several fundamental principles and activities:

• Roles and responsibilities Security policy should define specific roles and 
responsibilities including the roles of specific positions in the organization as 
well as the responsibilities of all staff members. 

• Risk management Security policy should define how the organization 
identifies and treats risks. An organization should perform periodic risk 
assessments and risk analysis, which will lead to decisions about risk 
treatment for specific risks that are identified.

• Security processes Security policy should define important security 
processes such as vulnerability management and incident management, 
and incorporate security in other business processes such as software 
development and acquisition, vendor selection and management, and 
employee screening and hiring.

The best practice for information security policy is the definition of a top-down, 
management-driven information security program that performs periodic risk assess-
ments to identify and focus on the most important risks in the organization. Roles and 
responsibilities define who is responsible for carrying out these activities. Executive 
management should have visibility and decision-making power, particularly in the areas 
of policy review and risk treatment.

It is generally accepted that security policy and security management should be 
separate from IT policy and IT management. This permits the security function to oper-
ate outside of IT, thereby permitting security to be objective and independent of IT. This 
puts security in a better position to be able to objectively assess IT systems and 
processes without fear of direct reprisal.

Privacy Policy
One of the most important policies an organization will develop that is related to 
information security is a privacy policy. A privacy policy describes how the organization 
will treat information that is considered private because it is related to a private citizen. 
A privacy policy defines two broad activities in this regard:

• Protecting private information An organization that is required to 
collect, store, or transmit private information is duty bound to protect this 
information so that it is not disclosed to unauthorized parties. This part of 
a privacy policy will describe what information is obtained and how it is 
protected.

• Handling private information Aside from the actual protection of private 
information, some organizations may, in the course of their business activities, 
transmit some or all of this information to other parts of the organization or to 
other organizations. A privacy policy is typically forthright about this internal 
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handling and the transmittals to other parties. Further, a privacy policy describes 
how the information is used by the organization, and by other organizations 
to which it is transmitted. Privacy policy typically describes how a private 
citizen may confirm whether his or her private information is stored by the 
organization, whether it is accurate, and how the citizen can arrange for its 
removal if he or she wishes.

NOTE NOTE Many countries have privacy laws that require an organization to have 
a privacy policy and to enact safeguards to protect private information. 

Procedures
Procedure documents, sometimes called SOPs (standard operating procedures), describe 
in step-by-step detail how IT processes and tasks are performed. Formal procedure docu-
ments ensure that tasks are performed consistently and correctly, even when performed 
by different IT staff members.

In addition to the actual steps in support of a process or task, a procedure docu-
ment needs to contain several pieces of metadata:

• Document revision information The procedure document should contain 
the name of the person who wrote the document and who made the most 
recent changes to the document. The document should also include the name 
or location where the official copy of the document may be found.

• Review and approval The document should include the name of the 
manager who last reviewed the procedure document, as well as the name 
of the manager (or higher) who approved the document.

• Dependencies The document should specify which other procedures are 
related to this procedure. This includes those procedures that are dependent 
upon this procedure, and the procedures that this one depends on. For 
example, a document that describes the database backup process will depend 
on database management and maintenance documents; documents on media 
handling will depend on this document.

IT procedure documents are not meant to be a replacement for vendor task documen-
tation. For instance, an IT department does not necessarily need to create a document 
that describes the steps for operating a tape backup device when the device vendor’s 
instructions are available and sufficient. Also, IT procedure documents need not be re-
medial and include every specific keystroke and mouse click: they can usually assume 
that the reader has experience in the subject area and only needs to know how things 
are done in this organization. For example, a procedure document that includes a step 
that involves the modification of a configuration file does not need to include instruc-
tions on how to operate a text editor.

ch02.indd   26 9/15/2009   12:46:51 PM



Chapter 2: IT Governance and Risk Management

27

NOTE NOTE An IT department should maintain a catalog of its procedure 
documents, to facilitate convenient document management. This will permit 
IT management to better understand which documents are in its catalog 
and when each was last reviewed and updated.

Standards
IT standards are official, management-approved statements that define the technolo-
gies, protocols, suppliers, and methods that are used by an IT organization. Standards 
help to drive consistency into the IT organization, which will make the organization 
more cost-efficient and cost-effective.

An IT organization will have different types of standards:

• Technology standards These standards specify what software and hardware 
technologies are used by the IT organization. Examples include operating 
system, database management system, application server, storage systems, 
backup media, and so on.

• Protocol standards These standards specify the protocols that are used by 
the organization. For instance, an IT organization may opt to use TCP/IP v6 
for its internal networks, GRP routing protocols, FTPS for file transfer, SSH 
for device management, and so forth.

• Supplier standards This defines which suppliers and vendors are used 
for various types of supplies and services. Using established suppliers can 
help the IT organization through specially negotiated discounts and other 
arrangements.

• Methodology standards This refers to practices used in various processes 
including software development, system administration, network engineering, 
and end-user support.

• Configuration standards This refers to specific detailed configurations 
that are to be applied to servers, database management systems, end-user 
workstations, network devices, and so on. This enables users, developers, and 
technical administrative personnel to be more comfortable with IT systems, 
because the systems will be consistent with each other. This helps to reduce 
unscheduled downtime and to improve quality.

• Architecture standards This refers to technology architecture at the 
database, system, or network level. An organization may develop reference 
architectures for use in various standard settings. For instance, a large retail 
organization may develop specific network diagrams to be used in every retail 
location, down to the colors of wires to use and how equipment is situated 
on racks or shelves.
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NOTE NOTE Standards enable the IT organization to be simpler, leaner, and more 
efficient. IT organizations with effective standards will have fewer types of 
hardware and software to support, which reduces the number of technologies 
that must be mastered by the organization. An organization that standardizes 
on one operating system, one database management system, and one server 
platform need only build expertise in those technologies. This enables the IT 
organization to manage and support the environment more effectively than if 
many different technologies were in use.

Risk Management
Organizations need to understand which activities, practices, and systems are introduc-
ing unwanted risk into its operations. The span of activities that seek, identify, and 
manage these risks is known as risk management. Like many other processes, risk man-
agement is a life-cycle activity that has no beginning and no end. It’s a continuous and 
phased set of activities that includes the examination of processes, records, and systems 
in order to identify risks. This is continued by an analysis that examines a range of solu-
tions for reducing or eliminating risks, followed by formal decision-making that brings 
about a resolution to risks.

Risk management needs to support overall business objectives. This support will 
include the adoption of a risk appetite that reflects the organization’s overall approach 
to risk. For instance, if the organization is a conservative financial institution, then that 
organization’s risk management program will probably adopt a position of being risk 
averse. Similarly, a high-tech startup organization that, by its very nature, is comfortable 
with overall business risk will probably be less averse to risks identified in its risk man-
agement program.

Regardless of its overall position on risk, when an organization identifies risks, the 
organization can take four possible actions:

• Accept The organization accepts the risk as-is.

• Mitigate The organization takes action to reduce the risk.

• Transfer The organization shares the risk with another entity, usually an 
insurance company.

• Avoid The organization discontinues the activity associated with the risk.

These alternatives are known as risk treatments. Often, a particular risk will be treated 
with a blended solution that consists of two or more of the actions just listed.

This section dives into the details of risk management, risk analysis, and risk 
treatment.

The Risk Management Program
An organization that chooses to build a risk management program should establish 
some principles that will enable the program to succeed. These may include

• Objectives The risk management program must have a specific purpose; 
otherwise, it will be difficult to determine whether the program is successful. 
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Example objectives: reduce number of industrial accidents, reduce the cost of 
insurance premiums, or reduce the number of stolen assets. If objectives are 
measurable and specific, then the individuals who are responsible for the risk 
management program can focus on its objectives in order to achieve the best 
possible outcome.

• Scope Management must determine the scope of the risk management 
program. This is a fairly delicate undertaking because of the many 
interdependencies found in IT systems and business processes. However, 
in an organization with several distinct operations or business units (BUs), 
a risk management program could be isolated to one or more operational 
arms or BUs. In such a case, where there are dependencies on other services 
in the organization, those dependencies can be treated like an external service 
provider (or customer).

• Authority The risk management program is being started at the request of 
one or more executives in the organization. It is important to know who these 
individuals are and their level of commitment to the program.

• Roles and responsibilities This defines specific job titles, together with their 
respective roles and responsibilities in the risk management program. In a risk 
management program with several individuals, it should be clear as to which 
individuals or job titles are responsible for which activities in the program.

• Resources The risk management program, like other activities in the 
business, requires resources to operate. This will include a budget for salaries 
as well as for workstations, software licenses, and possibly travel.

• Policies, processes, procedures, and records The various risk management 
activities like asset identification, risk analysis, and risk treatment, along with 
some general activities like recordkeeping, should be written down.

NOTE NOTE An organization’s risk management program should be documented in 
a charter. A charter is a formal document that defines and describes a business 
program, and becomes a part of the organization’s record.

The risk management life cycle is depicted in Figure 2-4.

Figure 2-4 
The risk 
management 
life cycle
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The Risk Management Process
Risk management is a life-cycle set of activities used to identify, analyze, and treat risks. 
These activities are methodical and, as mentioned in the previous section, should be 
documented so that they will be performed consistently and in support of the pro-
gram’s charter and objectives.

Asset Identification
The risk management program’s main objective (whether formally stated or not) is the 
protection of organization assets. These assets may be tangible or intangible, physical, 
logical, or virtual. Some examples of assets include

• Buildings and property These assets include structures and other 
improvements.

• Equipment This can include machinery, vehicles, and office equipment such 
as copiers and fax machines.

• IT equipment This includes computers, printers, scanners, tape libraries (the 
devices that create backup tapes, not the tapes themselves), storage systems, 
network devices, and phone systems.

• Supplies and materials These can include office supplies as well as materials 
that are used in manufacturing.

• Records These include business records such as contracts, video surveillance 
tapes, visitor logs, and far more.

• Information This includes data in software applications, documents, e-mail 
messages, and files of every kind on workstations and servers.

• Intellectual property This includes an organization’s designs, architectures, 
software source code, processes, and procedures. 

• Personnel In a real sense, an organization’s personnel are the organization. 
Without its staff, the organization cannot perform or sustain its processes.

• Reputation One of the intangible characteristics of an organization, 
reputation is the individual and collective opinion about an organization 
in the eyes of its customers, competitors, shareholders, and the community.

• Brand equity Similar to reputation, this is the perceived or actual market 
value of an individual brand of product or service that is produced by the 
organization.

Grouping Assets For risk management purposes, an electronic inventory of assets 
will be useful in the risk management life cycle. It is not always necessary to list each 
individual asset: often it is acceptable to instead list classes of assets as a single asset 
entity for risk management purposes. For instance, a single entry for laptop computers 
is preferred over listing every laptop computer; this is because the risks for all laptop 
computers are roughly the same (ignoring behavior differences among individual em-
ployees). This eliminates the need to list them individually. 
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Similarly, groups of IT servers, network devices, and other equipment can be named 

instead of all of the individual servers and devices, again because the risks for each of 
them will usually be similar. However, one reason to create multiple entries for servers 
might be their physical location or their purpose: servers in one location may have 
different risks than servers in another location, and servers containing high-value 
information will have different risks than servers that do not contain high-value infor-
mation.

Sources of Asset Data An organization that is undergoing its initial risk-
management cycle has to build its asset database from scratch. Management will 
need to determine where this initial asset data will come from. Some choices include

• Financial system asset inventory An organization that keeps all of its assets 
on the books will have a wealth of asset inventory information. However, 
it may not be entirely useful: asset lists often do not include the location or 
purpose of the asset, and whether it is still in use. Correlating a financial asset 
inventory to assets in actual use may consume more effort than the other 
methods for creating the initial asset. However, for organizations that have a 
relatively small number of highly valued assets (for instance, a rock crusher in 
a gold mine or a mainframe computer), knowing the precise financial value 
of an asset is highly useful, because the actual depreciated value of the asset is 
used in the risk analysis phase of risk management. Knowing the depreciated 
value of other assets is also useful, as this will figure into the risk treatment 
choices that will be identified later on.

• Interviews Discussions with key personnel for purposes of identifying assets 
are usually the best approach. However, to be effective, several people usually 
need to be interviewed to be sure to include all relevant assets.

• IT systems portfolio A well-managed IT organization will have formal 
documents and records for its major applications. While this information 
may not encompass every single IT asset in the organization, it can provide 
information on the assets supporting individual applications or geographic 
locations.

• Online data An organization with a large number of IT assets (systems, 
network devices, and so on) can sometimes utilize the capability of local 
online data to identify those assets. For instance, a systems or network 
management system often includes a list of managed assets, which can 
be a pretty good starting point when creating the initial asset list.

Collecting and Organizing Asset Data It is rarely possible to take (or create) 
a list of assets from a single source. Rather, more than one source of information is often 
needed to be sure that the risk management program has identified at least the impor-
tant, in-scope assets that it needs to worry about.

Unless an organization has a very short list of assets, it is usually useful to organize 
or classify assets. This will help to get the assets under study into smaller chunks that 

ch02.indd   31 9/15/2009   12:46:52 P



CISA Certified Information Systems Auditor All-in-One Exam Guide

32
can be analyzed more effectively. There is no single way to organize assets, but a few 
ideas include

• Geography A widely dispersed organization may want to classify its assets 
according to their location. This will aid risk managers during the risk analysis 
phase, since many risks are geographic centric, particularly natural hazards. 
Mitigation of risks is often geography based: for instance, it’s easier to make 
sense of building a fence around one data center than building fences around 
buildings located in individual locations.

• Business process Because most organizations rank the criticality of their 
individual business processes, it can be useful to group assets according to 
the business processes that they support. This helps the risk analysis and 
risk treatment phases, because assets supporting individual processes can 
be associated with business criticality and treated appropriately.

• Organizational unit In larger organizations it may be easier to classify assets 
according to the org unit they support.

• Sensitivity Usually ascribed to information, sensitivity relates to the nature 
and content of the information. Sensitivity usually applies in two ways: to 
an individual, where the information is considered personal or private, and 
to an organization, where the information may be considered a trade secret. 
Sometimes sensitivity is somewhat subjective and arbitrary, but often it is 
defined in laws and regulations.

• Regulated For organizations that are required to follow government or 
private regulation regarding the processing and protection of information, it 
will be useful to include data points that indicate whether specific assets are 
considered in-scope for specific regulations. This is important because some 
regulations specify how assets should be protected, so it’s useful to be aware 
of this during risk analysis and risk treatment.

There is no need to choose which of these three methods will be used to classify 
assets. Instead, an IT analyst should collect several points of metadata about each asset 
(including location, process supported, and org unit supported). This will enable the 
risk manager to sort and filter the list of assets in various ways to better understand 
which assets are in a given location or which ones support a particular process or part 
of the business.

NOTE NOTE Organizations should consider managing information about assets in a 
fixed-assets application.

Risk Analysis
Risk analysis is the activity in a risk management program where individual risks are 
identified. A risk consists of the intersection of threats, vulnerabilities, and impact. In 
its simplest terms, risk is described in the following formula:

Risk = Probability × Impact
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This equation implies that risk is always used in quantitative terms, but risk is 

equally used in qualitative risk analysis.
A risk analysis consists of identifying threats and their impact of realization, against 

each asset. This usually also includes a vulnerability analysis, where assets are studied 
to determine whether they are vulnerable to identified threats. The sheer number of 
assets may make this task appear daunting; however, threat and vulnerability analyses 
can usually be performed against groups of assets. For instance, when identifying natu-
ral and human-made threats against assets, it often makes sense to perform a single 
threat analysis against all of the assets that reside in a given location. After all, the odds 
of a volcanic eruption are just as likely for any of the servers in the room—the threat 
need not be called out separately for each asset.

Threat Analysis The usual first step in a risk analysis is to identify threats against 
an asset or group of assets. A threat is an event that, if realized, would bring harm to an 
asset. A typical approach is to list all of the threats that have some realistic opportunity 
of occurrence; those threats that are highly unlikely to occur can be left out. For instance, 
the listing of meteorites, tsunamis in landlocked regions, and wars in typically peaceful 
regions will just add clutter to a risk analysis.

A more reasonable approach in a threat analysis is to identify all of the threats that 
a reasonable person would believe could occur, even if the probability is low. For 
example, include flooding when a facility is located near a river, hurricanes for an orga-
nization located along the southern and eastern coasts (and inland for some distance) 
of the United States, or a terrorist attack in practically every major city in the world. All 
of these would be considered reasonable in a threat analysis.

It is important to include the entire range of both natural and human-made threats. 
The full list could approach or even exceed 100 separate threats. The categories of pos-
sible threats include

• Severe storms This may include tornadoes, hurricanes, windstorms, ice 
storms, and blizzards.

• Earth movement This includes earthquakes, landslides, avalanches, 
volcanoes, and tsunamis.

• Flooding This can include both natural and human-made situations.

• Disease This includes sickness outbreaks and pandemics, as well as 
quarantines that result.

• Fire This includes forest fires, range fires, and structure fires, all of which 
may be natural or human-caused.

• Labor This includes work stoppages, sickouts, protests, and strikes.

• Violence This includes riots, looting, terrorism, and war.

• Malware This includes all kinds of viruses, worms, Trojan horses, root kits, 
and associated malicious software.

• Hardware failures This includes any kind of failure of IT equipment or 
related environmental failures such as HVAC (heating, ventilation, and air 
conditioning).
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• Software failures This can include any software problem that precipitates 

a disaster. Examples are the software bug that caused a significant power 
blackout in the U.S. Northeast in 2003, and the AT&T long-distance network 
crash in 1990.

• Utilities This includes electric power failures, water supply failures, and 
natural gas outages, as well as communications outages.

• Transportation This may include airplane crashes, railroad derailments, 
ship collisions, and highway accidents.

• Hazardous materials This includes chemical spills. The primary threat here 
is direct damage by hazardous substances, casualties, and forced evacuations.

• Criminal This includes extortion, embezzlement, theft, vandalism, sabotage, 
and hacker intrusion. Note that company insiders can play a role in these 
activities.

• Errors This includes mistakes made by personnel that result in disaster 
situations.

Alongside each threat that is identified, the risk analyst assigns a probability or fre-
quency of occurrence. This may be a numeric value, expressed as a probability of one 
occurrence within a calendar year. For example, if the risk of a flood is 1 in 100, it would 
be expressed as 0.01, or 1 percent. Probability can also be expressed as a ranking; for 
example, Low, Medium, and High; or on a numeric probability scale from 1 to 5 (where 
5 can be either highest or lowest probability).

An approach for completing a threat analysis is to

• Perform a geographic threat analysis for each location. This will provide an 
analysis on the probability of each type of threat against all assets in each 
location.

Threat Forecasting Data Is Sparse
One of the biggest problems with risk management is the lack of reliable data on 
the probability of many types of threats. While the probability of some natural 
threats can sometimes be obtained from local disaster response agencies, the 
probabilities of most other threats are difficult to accurately predict.

The difficulty in the prediction of security events sits in stark contrast to vol-
umes of available data related to automobile and airplane accidents, as well as 
human life expectancy. In these cases, insurance companies have been accumulat-
ing statistics on these events for decades, and the variables (for instance, tobacco 
and alcohol use) are well known. On the topic of cyber-related risk, there is a 
general lack of reliable data, and the factors that influence risk are not well known 
from a statistical perspective. It is for this reason that risk analysis still relies on 
educated guesses for the probabilities of most events.
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• Perform a logical threat analysis for each type of asset. This provides information 

on all of the logical (that is, not physical) threats that can occur to each asset 
type. For example, the risk of malware on all assets of one type is probably the 
same, regardless of their location.

• Perform a threat analysis for each highly valued asset. This will help to identify 
any unique threats that may have appeared in the geographical or logical threat 
analysis, but with different probabilities of occurrence.

Vulnerability Identification A vulnerability is a weakness or absence of a protec-
tive control that makes the probability of one or more threats more likely. A vulnerabil-
ity analysis is an examination of an asset in order to discover weaknesses that could lead 
to a higher-than-normal rate of occurrence of a threat.

Examples of vulnerabilities include

• Missing or inoperative antivirus software

• Missing security patches

• Weak or defective application session management

• Mantraps (devices that are designed to permit the passage of persons one at a 
time) that permit tailgating

In a vulnerability analysis, the risk manager needs to examine the asset itself as well 
as all of the protective measures that are—or should be—in place to protect the asset 
from relevant threats.

Vulnerabilities can be ranked by severity or criticality. Vulnerabilities are indicators 
that show the effectiveness (or ineffectiveness) of protective measures. For example, an 
antivirus program on a server that updates its virus signatures once per week might be 
ranked as a Medium vulnerability, whereas the complete absence (or malfunction) of 
an antivirus program on the same server might be ranked as a High vulnerability. Severity 
is an indication of the likelihood that a given threat might be realized. This is different 
from impact, which is discussed later in this section.

NOTE NOTE A vulnerability, and its ranking, should not be influenced by the probability 
that a threat will be realized. Instead, a vulnerability ranking should depend 
on whether the threat will actually bring about harm to the asset.  Also, the 
ranking of a vulnerability should also not be influenced by the value of the 
asset or the impact of a realized threat. These factors are covered separately 
in risk management.

Probability Analysis For any given threat and asset, the probability that the 
threat will actually be realized needs to be estimated. This is often easier said that done, 
as there is a lack of reliable data on security incidents. A risk manager still will need to 
perform some research and develop a best guess, based on available data.

Impact Analysis A threat, when actually realized, will have some effect on the 
organization. Impact analysis is the study of estimating the impact of specific threats on 
specific assets.
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In impact analysis, it is necessary to understand the relationship between an asset 

and the business processes and activities that the asset supports. The purpose of impact 
analysis is to identify the impact on business operations or business processes. This is 
because risk management is not an abstract identification of abstract risks, but instead 
a search for risks that have real impact on business operations.

In an impact analysis, the impact can be expressed as a rating such as H-M-L (High-
Medium-Low) or as a numeric scale, and it can also be expressed in financial terms. But 
what is also vitally important in an impact analysis is the inclusion of a statement 
of impact for each threat. Example statements of impact include “inability to process 
customer support calls” and “inability for customers to view payment history.” Statements 
such as “inability to authenticate users” may be technically accurate, but they do not 
identify the business impact.

NOTE NOTE Because of the additional time required to quantify and develop 
statements of impact, impact analysis is usually performed only on the 
highest-ranked threats on the most critical assets.

Qualitative Risk Analysis A qualitative risk analysis is an in-depth examination 
of in-scope assets with a detailed study of threats (and their probability of occurrence), 
vulnerabilities (and their severity), and statements of impact. The threats, vulnerabili-
ties, and impact are all expressed in qualitative terms such as High-Medium-Low or in 
quasi-numeric terms such as a 1–5 numeric scale.

The purpose of qualitative risk analysis is to identify the most critical risks in the 
organization, based on these rankings.

Qualitative risk analysis does not get to the issue of “how much does a given threat 
cost my business if it is realized?”—nor does it mean to. The value in a qualitative risk 
analysis is the ability to quickly identify the most critical risks without the additional 
burden of identifying precise financial impacts. 

NOTE NOTE Organizations that do need to perform quantitative risk analysis often 
begin with qualitative risk analysis, to determine the highest-ranked risks that 
warrant the additional effort of quantitative analysis.

Quantitative Risk Analysis Quantitative risk analysis is a risk analysis approach 
that uses numeric methods to measure risk. The advantage of quantitative risk analysis 
is the statements of risk in terms that can be easily compared with the known value of 
their respective assets. In other words, risks are expressed in the same units of measure 
as most organizations’ primary unit of measure: financial.

Despite this, quantitative risk analysis must still be regarded as an effort to develop 
estimates, not exact figures. Partly this is because risk analysis is a measure of events 
that may occur, not a measure of events that do occur.

Standard quantitative risk analysis involves the development of several figures:

• Asset value (AV) This is the value of the asset, which is usually (but not 
necessarily) the asset’s replacement value.
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• Exposure factor (EF) This is the financial loss that results from the realization 

of a threat, expressed as a percentage of the asset’s total value. Most threats do 
not completely eliminate the asset’s value; instead they reduce its value. For 
example, if a construction company’s $120,000 earth mover is destroyed in a 
fire, the equipment will still have salvage value, even if that is only 10 percent 
of the asset’s value. In this case the EF would be 90 percent. Note that different 
threats will have different impacts on EF, because the realization of different 
threats will cause varying amounts of damage to assets.

• Single loss expectancy (SLE) This value represents the financial loss when 
a threat is realized one time. SLE is defined as AV × EF. Note that different 
threats have a varied impact on EF, so those threats will also have the same 
multiplicative effect on SLE.

• Annualized rate of occurrence (ARO) This is an estimate of the number of 
times that a threat will occur per year. If the probability of the threat is 1 in 
50, then ARO is expressed as 0.02. However, if the threat is estimated to occur 
four times per year, then ARO is 4.0. Like EF and SLE, ARO will vary by threat.

• Annualized loss expectancy (ALE) This is the expected annualized loss of 
asset value due to threat realization. ALE is defined as SLE × ARO. 

ALE is based upon the verifiable values AV, EF, and SLE, but because ARO is only an 
estimate, ALE is only as good as ARO. Depending upon the value of the asset, the risk 
manager may need to take extra care to develop the best possible estimate for ARO, 
based upon whatever data is available. Sources for estimates include

• History of event losses in the organization

• History of similar losses in other organizations

• History of dissimilar losses

• Best estimates based on available data

NOTE NOTE When performing a quantitative risk analysis for a given asset, the ALE 
for all threats can be added together. The sum of all ALEs is the annualized 
loss expectancy for the total array of threats. A particularly high sum of ALEs 
would mean that a given asset is confronted with a lot of significant threats 
that are more likely to occur. But in terms of risk treatment, ALEs are better 
off left as separate and associated with their respective threats.

Developing Mitigation Strategies An important part of risk analysis is the in-
vestigation of potential solutions for reducing or eliminating risk. This involves under-
standing specific threats and their impact (EF) and likelihood of occurrence (ARO). 
Once a given asset and threat combination has been baselined (that is, the existing asset, 
threats, and controls have been analyzed to understand the threats as they exist right 
now), the risk analyst can then apply various hypothetical means for reducing risk, 
documenting each one in terms of its impact on EF and ARO.
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For example, suppose a risk analysis identifies the threat of attack on a public web 

server. Specific EF and ARO figures have been identified for a range of individual threats. 
Now the risk analyst applies a range of fixes (on paper), such as an application firewall, 
an intrusion prevention system, and a patch management tool. Each solution will have 
a specific and unique impact on EF and ARO (all estimates, of course, just like the esti-
mates of EF and ARO on the initial conditions); some will have better EF and ARO 
figures than others. Each solution should also be rated in terms of cost (in financial 
estimate terms or H-M-L) and effort to implement (financial or H-M-L).

NOTE NOTE Developing mitigation strategies is the first step in risk treatment, 
where various solutions are put forward, each with its cost and impact on risk.

Risk Analysis and Disaster Recovery Planning Disaster recovery planning 
(DRP) and business continuity planning (BCP) utilize risk analysis to identify risks that 
are related to application resilience and the impact of disasters. The risk analysis performed 
for DRP and BCP is the same risk analysis that is discussed in this chapter—the methods 
and approach are the same, although the overall objectives are somewhat different.

Disaster recovery planning and business continuity planning are discussed in depth 
in Chapter 7.

High-Impact Events The risk manager is likely to identify one or more high-im-
pact events during the risk analysis. These events, which may be significant enough to 
threaten the very viability of the organization, require risk treatment that belongs in the 
category of business continuity planning and disaster recovery planning. These topics 
are discussed in detail in Chapter 7.

Risk Treatment
When risks to assets have been identified through qualitative or quantitative risk analy-
sis, the next step in risk management is to decide what to do about the identified risks. 
In the risk analysis, one or more potential solutions may have been examined, along 
with their cost to implement and their impact on risk. In risk treatment, a decision 
about whether to proceed with any of the proposed solutions (or others) is needed.

Risk treatment pits available resources against the need to reduce risk. In an enter-
prise environment, not all risks can be mitigated or eliminated, because there are not 
enough resources to treat them all. Instead, a strategy for choosing the best combina-
tion of solutions that will reduce risk by the greatest possible margin is needed. For this 
reason, risk treatment is often more effective when all the risks and solutions are 
considered together, instead of each one separately.

When risk treatment is performed at the enterprise level, risk analysts and technol-
ogy architects can devise ways to bring about the greatest possible reduction in risk. 
This can be achieved through the implementation of solutions that will reduce many 
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risks for many assets at once. For example, a firewall can reduce risks from many threats 
on many assets; this will be more effective than individual solutions for each asset.

So far I have been talking about risk mitigation as if it were the only option avail-
able when handling risk. Rather, you have four primary ways to treat risk: mitigation, 
transfer, avoidance, and acceptance. And there is almost always some leftover risk, called 
residual risk.

Risk Mitigation
Risk mitigation involves the implementation of some solution that will reduce an iden-
tified risk. For instance, the risk of malware being introduced onto a server can be miti-
gated with antivirus software or a network-based intrusion prevention system. Either of 
these solutions would constitute mitigation of this risk on a given asset.

NOTE NOTE An organization usually makes a decision to implement some form of 
risk mitigation after performing some cost analysis to determine whether the 
reduction of risk is worth the expenditure of risk mitigation.

Risk Transfer
Risk transfer means that some or all of the risk is being transferred to some external 
entity, such as an insurance company or business partner. When an organization purchases 
an insurance policy to protect an asset against damage or loss, the insurance company 
is assuming part of the risk in exchange for payment of insurance premiums.

Risk Avoidance
In risk avoidance, the organization abandons the activity altogether, effectively taking 
the asset out of service so that the threat is no longer a threat.

NOTE NOTE Organizations do not often back away completely from an activity 
because of identified risks. Generally this avenue is taken when the risk of loss 
is great and when the perceived probability of occurrence is high.

Risk Acceptance
Risk acceptance occurs when management is willing to accept an identified risk as-is, 
with no effort taken to reduce it.

Residual Risk
Residual risk is the risk that is left over from the original risk, after some of the risk has 
been removed through mitigation or transfer. For instance, if a particular threat had a 
probability of 10 percent before risk treatment and 1 percent after risk treatment, the 
residual risk is that 1 percent left over. This is best illustrated by the following formula:

Original Risk – Mitigated Risk – Transferred Risk = Residual Risk
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NOTE NOTE It is unusual for risk treatment to eliminate risk altogether; rather, 
various controls are implemented that remove some of the risk. Often, 
management implicitly accepts the leftover risk; however, it’s a good idea 
to make that acceptance of residual risk more formal by documenting the 
acceptance in a risk management log or a decision log.

IT Management Practices
The primary services in the IT organization typically are development, operations, and 
support. These primary activities require the support of a second layer of activities that 
together support the delivery of primary IT services to the organization. The second 
layer of IT management practices consists of

• Personnel management

• Sourcing

• Change management

• Financial management

• Quality management

• Security management

• Performance and capacity management

Some of these activities the IT organization undertakes itself, while some are usu-
ally performed by other parts of the organization. For instance, most of the personnel 
management functions are typically carried out by a human resources department.

Personnel Management
Personnel management encompasses many activities related to the status of employ-
ment, training, and the acceptance of policy. These personnel management activities 
ensure that the individuals who are hired into the organization are suitably vetted, 
trained, and equipped to perform their functions. It is important that they are provided 
with the organization’s key policies so that their behavior and decisions will reflect the 
organization’s needs.

Hiring
The purpose of the employee hiring process is to ensure that the organization hires 
persons who are qualified to perform their stated job duties and that their personal, 
professional, and educational history is appropriate. The hiring process includes several 
activities necessary to ensure that candidates being considered are suitable.

Background Verification It is estimated that 30–90 percent of employment 
candidates exaggerate their education and experience on their résumé, and some can-
didates commit outright fraud by providing false information about their education or 
prior positions. Because of this, employers need to perform their own background 
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investigation on an employment candidate to obtain an independent assessment of the 
candidate’s true background.

Employers should examine the following parts of a candidate’s background prior to 
hiring:

• Employment background An employer should check at least two years 
back, although five to seven years is needed for mid- or senior-level personnel.

• Education background The employer should confirm whether the candidate 
has earned any of the degrees or diplomas listed on their résumé. There are many 
“diploma mills,” enterprises that will print a fake college diploma for a fee.

• Military service background If the candidate served in any branch of the 
military, then this must be verified to confirm whether the candidate served 
at all and whether they received relevant training and work experience.

• Professional licenses and certifications If a position requires licenses or 
certifications, these need to be confirmed, including whether the candidate 
is in good standing with the organizations that manage the licenses and 
certifications.

• Criminal background The employer needs to investigate whether the 
candidate has a criminal record. In countries with a national criminal registry 
like the National Crime Information Center (NCIC) in the United States, this 
is simpler than in countries like India that have no nationwide database.

• Credit background The employer may wish to examine a candidate’s credit 
and financial history. There are two principal reasons for this type of a check: 
first, a good credit history indicates the candidate is responsible, while a 
poor credit history may be an indication of irresponsibility or poor choices 
(although in many cases a candidate’s credit background is not entirely his 
or her own doing); second, a candidate with excessive debt and a poor credit 
history may be considered a risk for embezzlement, fraud, or theft.

• Terrorist association Some employers wish to know whether a candidate 
has documented ties with terrorist organizations. In the United States, an 
employer can request a verification on whether a candidate is on one of 
several lists of individuals and organizations with whom U.S. citizens are 
prohibited from doing business. Lists are maintained by the Office of Foreign 
Assets Control (OFAC), a department of the U.S. Treasury, and also by the U.S. 
Department of Commerce and the U.S. Bureau of Industry and Security.

• References The employer may wish to contact two or more personal and 
professional references—people who know the candidate and will vouch for 
his or her background, work history, and character.

NOTE NOTE In many jurisdictions, employment candidates are required to sign a 
consent form that will allow the employer (or a third-party agent acting on 
behalf of the employer) to perform the background check.
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Background checks are a prudent business practice to identify and reduce risk. In 

many industries they are a common practice or even required by law. And in addition 
to performing a background check at the time of hire, many organizations perform 
them annually for employees in high-risk or high-value positions.

Employee Policy Manuals Sometimes known as an employee handbook, an em-
ployee policy manual is a formal statement of the terms of employment, facts about the 
organization, benefits, compensation, conduct, and other policies.

Employee handbooks are often the cornerstone of corporate policy. A thorough 
employee handbook usually will cover a wide swath of territory including the follow-
ing topics:

• Welcome This welcomes a new employee into the organization, often in an 
upbeat letter that makes the new employee glad to have joined the organization.

• Policies These are the most important policies in the organization, which 
include security, privacy, code of conduct (ethics), and acceptable use of 
resources. In the United States and other countries the handbook may also 
include an anti-harassment policy.

• Compensation This describes when and how employees are compensated.

• Benefits This describes company benefit programs.

• Work hours This discusses work hours and basic expectations for when 
employees are expected to report to work and how many hours per week they 
are expected to work.

• Dress code This provides a description and guidelines for required attire in 
the workplace.

• Performance review This describes the performance review policy and program.

• Time off This describes compensated and uncompensated time off including 
holidays, vacation, illness, disability, military duty, and leaves of absence.

• Security This discusses basic expectations on the topics of physical security 
and information security, as well as expectations for how employees are 
expected to handle confidential and sensitive information.

• Regulation If the organization is subject to regulation, this may be mentioned 
in the employee handbook, so that employees will be aware of this and conduct 
themselves accordingly.

• Safety This discusses workplace safety, which may cover evacuation procedures, 
emergency procedures, permitted and prohibited items and substances (for 
example, weapons, alcoholic beverages, other substances and items), procedures 
for working with hazardous substances, and procedures for operating equipment 
and machinery.

• Conduct This covers basic expectations for workplace conduct, both with 
fellow employees and with customers, vendors, business partners, and other 
third parties.
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• Discipline Organizations that have a disciplinary process usually describe its 

highlights in the employee handbook.

NOTE NOTE Employees are often required to sign a statement that affirms 
their understanding of and compliance with the employee handbook. Many 
organizations require that employees sign a new copy of the statement on 
an annual basis, even if the employee handbook has not changed. This helps 
to affirm to employees the importance of the employee handbook.

Initial Access Provisioning New employees may need access to computers, 
networks, and/or applications to perform their required duties. This will necessitate the 
provisioning of one or more computer or network user accounts that they will use to 
perform their computer-related tasks.

An access-provisioning process should be used to determine the access privileges that 
a new employee should be given. A template of job titles and access privileges should be 
set up in advance so that management can easily determine which access privileges any 
new employee will receive. But even with such a plan, each new employee’s manager 
should still formally request these privileges be set up for new employees.

Job Descriptions A job description is a formal document that describes the roles, 
responsibilities, and experience required. Each position in an organization, from chief 
executive officer to office clerk, should have a formal job description.

Job descriptions should also state that employees are required to support company 
policies, including but not limited to security and privacy, code of conduct, and acceptable 
use policies. By listing these in a job description, an employer is stating that employees 
in every job description are expected to comply with these and other policies.

NOTE NOTE Employers usually are required to include several boilerplate items or 
statements (such as equal opportunity clauses) in job descriptions to conform 
to local labor and workplace safety laws. 

Employee Development
Once hired into the organization, employees will require training in the organization’s 
policies and practices so that their contribution will be effective and further the organi-
zation’s goals. Regular evaluation will help employees to focus their long-term efforts 
toward personal and organization goals and objectives, in order to better focus their 
efforts.

Training To be effective, employees need to receive periodic training. This includes 

• Skills training This covers the need to learn how to use tools and equipment 
properly. In some cases, employees are required to receive training and prove 
competency before they are permitted to use some tools and equipment. 
Sometimes this is required by law.
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• Practices and techniques Employees need to understand how the 

organization uses its tools and equipment for its specific use. 

• Policies Organizations often impart information about their policies in the 
context of training. This helps the organization make sure that employees 
comprehend the material.

Performance Evaluation Many organizations utilize a performance evaluation 
process that is used to examine each employee’s performance against a set of expecta-
tions and objectives. A performance evaluation program also helps to shape employees’ 
behavior over the long term and helps them to reflect on how their effort contributes 
toward the organization’s overall objectives. Performance evaluation is frequently used 
to determine whether (and by how much) an employee’s compensation should be 
increased.

Career Path In many cultures, employees feel that they can be successful if they 
understand how they can advance within the organization. A career path program can 
achieve this by helping employees understand what skills are required for other posi-
tions in the organization, and how they can strive toward positions that they desire in 
the future.

Mandatory Vacations
Some organizations, particularly those that deal with high-risk or high-value activities, 
enact mandatory vacations of one week or longer for some or all employees. This prac-
tice can accomplish three objectives:

• Cross training An absence of one week or longer will force management 
to cross-train other employees, so that the organization is less reliant upon 
specific individuals.

• Audit A minimum absence gives the organization an opportunity to audit 
the absent employee’s work, to make sure that the employee is not involved 
in any undesired behavior.

• Reduced risk Knowing that they will be away from their day-to-day activities 
for at least one or two contiguous weeks each year, employees are less apt to 
partake in prohibited activities.

Termination
When an employee leaves an organization, several actions need to take place:

• Physical access to all work areas must be immediately revoked. Depending 
upon the sensitivity of work activities in the organization, the employee 
may also need to be escorted out of the work area, and his or her personal 
belongings gathered by others and delivered to the departed employee.

• Each of the employee’s computer and network access accounts needs to be 
locked. The purpose of this is to protect the integrity of business information 
by permitting only authorized employees to access it. Locking computer 
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accounts also prevents other employees from accessing information using 
the former employee’s credentials.

NOTE NOTE The issue of whether a former employee’s account should be removed, 
or merely locked, depends upon the nature of the application or system. In 
some cases, the record of actions taken by employees (such as an audit log) 
depends upon the existence of the employee’s ID on the system; if a former 
employee’s ID is removed, then those audit records may not properly reference 
who is associated with them.

If the organization chooses to lock, rather than remove, computer or network 
accounts for terminated employees, those accounts must be locked or restricted in a 
way that positively prohibits any further access. For instance, merely changing the pass-
words of terminated accounts to “locked” would be considered a highly unsafe practice, 
in the event that anyone discovers the password. If changing the account’s password is 
the only way to lock it, then a long and highly random password must be used and then 
forgotten, so that even the account administrator cannot use it.

Transfers and Reassignments
In many organizations, employees will move from position to position over time. These 
position changes are not always upward through a career path, but are instead lateral 
moves from one type of work to another. 

Unless an organization is very careful about its access management processes and 
procedures, employees who transfer and are promoted tend to accumulate access privi-
leges. This happens because a transferring employee’s old privileges are not revoked, 
even though those privileges are no longer needed. Over a period of many years, an 
employee who is transferred or promoted every few years can accumulate many exces-
sive privileges that can signify significant risk, should the individual choose to perform 
functions in the applications that they are no longer officially authorized to use. This 
phenomenon is sometimes known as “accumulation of privileges” or “privilege creep.”

Privilege creep happens frequently in companies’ accounting departments. An indi-
vidual, for example, can move from role to role in the accounting department, all the 
while accumulating privileges that eventually result in the ability for that employee to 
defraud his or her employer by requesting, approving, and disbursing payments to them-
selves or their accomplices. Similarly, this can occur in an IT department when an 
employee transfers from the operations department to the software development depart-
ment (which is a common career path). Unless the IT department deliberately removes 
the transferring employee’s prior privileges, it will end up with an employee who is a 
developer with access to production systems—a red flag to auditors who examine roles 
and responsibilities.

Sourcing
The term sourcing refers to the choices that organizations make when selecting the per-
sonnel who will perform functions, and where those functions will be performed. 
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The options include whose personnel will perform tasks:

• Insourced The organization hires employees to perform work. These 
workers can be full time, part time, or temporary.

• Outsourced The organization utilizes contractors or consultants to 
perform work.

• Hybrid The organization can utilize a combination of insourced and 
outsourced workers.

Next, the options include where personnel will perform tasks:

• On-site Personnel work in the organization’s work site(s).

• Off-site, local Personnel are not located on-site, but are near the 
organization’s premises, usually in the same community.

• Off-site, remote Personnel are in the same country, but not near the 
organization’s premises.

• Offshore Personnel are located in a different country.

NOTE NOTE Organizations are often able to work out different combinations of 
whether personnel are insourced or outsourced and where they perform 
their work. For instance, an organization can open its own office in a foreign 
country and hire employees to work there; this would be an example of 
offshore insourcing. Similarly, an organization can use contractors to perform 
work on-site; this is on-site outsourcing.

Insourcing
Insourcing, which is the practice of hiring employees for long-term work, is discussed 
earlier in this chapter in the “Personnel Management” section.

Outsourcing
Outsourcing is the practice of using contractors or consultants to perform work for the 
organization. An organization will make a decision to outsource a task, activity, or project 
for a wide variety of reasons:

• Project duration An organization may require personnel only for a specific 
project, such as the development of or migration to a new application. Often 
an organization will opt to use contractors or consultants when it cannot 
justify hiring permanent workers.

• Skills An organization may require personnel with certain hard-to-find 
skills, but not need them on a full-time basis. Persons with certain skills may 
command a higher salary than the organization is willing to pay, and the 
organization may not have sufficient work to keep such a worker interested 
in permanent employment with the organization.
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• Variable demand Organizations may experience seasonal increases and 

decreases of demand for certain workers. Organizations often cannot justify 
hiring full-time employees for peak demand capacity, when at other times 
those workers will not have enough work to keep them busy and productive. 
Instead, organizations will usually staff for average demand and augment staff 
with contractors for peak demand.

• High turnover Some positions, such as IT helpdesk and call center, are 
inherently high-turnover positions that are costly to replace and train. Instead, 
an organization may opt to outsource some or all of the personnel in these 
positions.

• Focus on core activities An organization may wish to concentrate on hiring 
for positions related to its core purpose and to outsource functions that are 
considered “overhead.” For instance, an organization that produces computer 
hardware products may elect to outsource its IT computer support department 
so that it can focus on its product development and support.

• Financial A decision to outsource may be primarily financial. Usually an 
organization seeking to reduce costs of software development and other 
activities will outsource and off-shore these activities to service organizations 
located in other countries.

An organization can outsource many of its functions, including these:

• IT helpdesk and support This is often a high-turnover function, as well as 
variable in demand, making this a good candidate for outsourcing.

• Software development An organization that lacks development and 
programming skills can elect to have contractors or consultants perform 
this work.

• Software maintenance An organization may wish to keep its developers 
and analysts focused on new software development projects and to leave 
maintenance of existing software to contractors.

• Customer support An organization may choose to outsource its telephone 
and online support to personnel or organizations in countries with lower 
labor costs.

NOTE NOTE Although outsourcing decisions appear, on the surface, to be 
economically motivated, some of the other reasons stated earlier may be 
even more important in some organizations. For example, the flexibility 
afforded by outsourcing may help to make an organization more agile, which 
may improve quality or increase efficiency over longer periods.

Outsourcing Benefits Organizations that are considering outsourcing need to 
carefully weigh the benefits and the costs in order to determine whether the effort 
to outsource will result in measurable improvement in their processing, service delivery, 
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or finances. In the 1990s, when many organizations rushed to outsource development 
and support functions to operations in other countries, they did so with unrealistic 
short-term gains in mind and without adequately considering all of the real costs of 
outsourcing. This is not to say that outsourcing is bad, but that many organizations 
made outsourcing decisions without fully understanding it.

Outsourcing can bring many benefits:

• Available skills and experience Organizations that may have trouble 
attracting persons with specialized skills often turn to outsourcing firms 
whose highly skilled personnel can ply their trade in a variety of client 
organizations.

• Economies of scale Often, specialized outsourcing firms can achieve better 
economies of scale through discipline and mature practices that organizations 
are unable to achieve.

• Objectivity Some functions are better done by outsiders. Personnel in an 
organization may have trouble being objective about some activities such as 
process improvement and requirements definition. Also, auditors frequently 
must be from an outside firm in order to achieve sufficient objectivity and 
independence.

• Reduced costs When outsourcing is done with offshore personnel, an 
organization may be able to lower its operating costs and improve its 
competitive market position.

When an organization is making an outsourcing decision, it needs to consider these 
advantages together with risks that are discussed in the next section.

Outsourcing Risks While outsourcing can bring many tangible and intangible 
benefits to an organization, it is not without certain risks and disadvantages. Naturally 
when an organization employs outsiders to perform some of its functions, it relin-
quishes some control. The risks of outsourcing include these:

• Higher than expected costs Reduced costs were the main driver for offshore 
outsourcing in the 1990s. However, many organizations failed to fully anticipate 
the operational realities. For instance, when outsourcing to overseas operations, 
IT personnel back in U.S.-based organizations had to make many more 
expensive trips than expected. Also, changes in international currency exchange 
rates can transform this month’s bargain into next month’s high cost.

• Poor quality The outsourced work product may be lower than was produced 
when the function was performed in-house.

• Poor performance The outsourced service may not perform as expected. The 
capacity of networks or IT systems used by the outsourcing firm may cause 
processing delays or longer than acceptable response times.

• Loss of control An organization that is accustomed to being in control of its 
workers may feel loss of control. Making small adjustments to processes and 
procedures may be more time-consuming or increase costs.
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• Employee integrity and background It may be decidedly more difficult to 

determine the integrity of employees in an outsourced situation, particularly 
when the outsourcing is taking place offshore. Some countries, even where 
outsourcing is popular, lack nationwide criminal background checks and 
other means for making a solid determination on an employee’s background.

• Loss of competitive advantage If the services performed by the outsourcing 
firm are not flexible enough to meet the organization’s needs, this can result 
in the organization losing some of its competitive advantage. For example, an 
organization outsources its corporate messaging (e-mail and other messaging) 
to a service provider. Later, the organization wishes to enhance its customer 
communication by integrating its service application with e-mail. The e-mail 
service provider may be unable or unwilling to provide the necessary integration, 
which will result in the organization losing a competitive advantage.

• Errors and omissions The organization performing outsourcing services 
may make serious errors or fail to perform essential tasks. For instance, an 
outsourcing service may suffer a data security breach that may result in the 
loss or disclosure of sensitive information. This can be a disastrous event 
when it occurs within an organization’s four walls, but when it happens in 
an outsourced part of the business, the organization may find that the lack of 
control will make it difficult to take the proper steps to contain and remedy 
the incident. If an outsourcing firm has a security breach or other similar 
incident, it may be putting itself first, and only secondarily watching out 
for the interests of its customers.

• Vendor failure The failure of the organization providing outsourcing 
services may result in increased costs and delays in service or product delivery. 

• Differing mission and goals An organization’s employees are going to be 
loyal to its mission and objectives. However, the employees in an outsourced 
organization usually have little or no interest in the hiring organization’s 
interests; instead they will be loyal to the outsourcing provider’s values, which 
may at times be in direct conflict. For example, an outsourcing organization may 
place emphasis on maximizing billable hours, while the hiring organization 
emphasizes efficiency. These two objectives conflict with each other.

• Difficult recourse If an organization is dissatisfied with the performance or 
quality of its outsourced operation, contract provisions may not sufficiently 
facilitate any remedy. If the outsourced operation is in a foreign country, 
applying remediation in the court system may also be futile.

• Lowered employee morale If a part of an organization chooses to outsource, 
those employees who remain may be upset, because some of their colleagues 
may have lost their jobs as a result of the outsourcing. Further, remaining 
employees may feel that their own jobs may soon be outsourced or eliminated. 
They may also feel that their organization is more interested in saving money 
than in taking care of its employees. Personnel who have lost their jobs may 
vent their anger at the organization through a variety of harmful actions that 
may threaten assets or other workers.
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• Audit and compliance An organization that outsources a part of its operation 

that is in-scope for applicable laws and regulation may find it more challenging 
to perform audits and achieve compliance. Audit costs may rise, as auditors need 
to visit the outsourced work centers. Requiring the outsourced organization to 
make changes to achieve compliance may be difficult or expensive.

• Time zone differences Communications will suffer when an organization 
outsources some of its operations to offshore organizations that are several 
time zones distant. It will be more difficult to schedule telephone conferences 
when there is very little overlap between workers in each time zone. It will 
take more time to communicate important issues and to make changes.

• Language and cultural differences When outsourcing crosses language 
and cultural barriers, it can result in less than optimal communication and 
results. The outsourcing customer will express its needs through its own 
language and culture, but the outsourcing provider will hear those needs 
through its own language and culture. Both sides may be thinking or saying, 
“They don’t understand what we want” and “We don’t understand what they 
want.” This can result in unexpected differences in work products produced by 
the outsourcing firm. Delays in project completion or delivery of goods and 
services can be a result of this.

NOTE NOTE Some of the risks associated with outsourcing are intangible or may 
lie outside the bounds of legal remedies. For instance, language and time zone 
differences may introduce delays in communication, adding friction to the 
business relationship in a way that may not be easily measurable.

Mitigating Outsourcing Risk The only means of exchange between an out-
sourcing provider and its customer organization are money and reputation. In other 
words, the only leverage that an organization has against its outsourcing provider is the 
withholding of payment and through communicating the quality (or lack therein) of 
the outsourcing provider to other organizations. This is especially true if the outsourc-
ing crosses national boundaries. Therefore, an organization that is considering out-
sourcing must carefully consider how it will enforce contract terms so that it receives 
the goods and services that it is expecting.

Many of the risks of outsourcing can be remedied through contract provisions. 
Some of the remedies are

• Service level agreement (SLA) The contract should provide details on every 
avenue of work performance and communication, including escalations and 
problem management.

• Quality Depending upon the product or service, this may translate into an 
error or defect rate, a customer satisfaction rate, or system performance. 

• Security policy and controls Whether the outsourcing firm is safeguarding 
the organization’s intellectual property, keeping business secrets, or protecting 
information about its employees or customers, the contract should spell 
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out the details of the security controls that it expects the outsourcing firm 
to perform. The organization should also require periodic third-party audits 
and the results of those audits. The contract should contain a “right to audit” 
clause that allows the outsourcing organization to examine the work premises, 
records, and work papers on demand.

• Business continuity The contract should require the outsourcing firm to 
have reasonable measures and safeguards in place to ensure resilience of 
operations and the ability to continue operations with minimum disruption 
in the event of a disaster.

• Employee integrity The contract should define how the outsourcing firm 
will vet its employees’ background, so that it is not inadvertently hiring 
individuals with a criminal history, and so employees’ claimed education 
and work experience are genuine.

• Ownership of intellectual property If the outsourcing firm is producing 
software or other designs, the contract must define ownership of those work 
products, and whether the outsourcing firm may reuse any of those work 
products for other engagements.

• Roles and responsibilities The contract should specify in detail the roles 
and responsibilities of each party, so that each will know what is expected 
of them.

• Schedule The contract must specify when and how many items of work 
products should be produced.

• Regulation The contract should require both parties to conform to all 
applicable laws and regulations, including but not limited to intellectual 
property, data protection, and workplace safety.

• Warranty The contract should specify terms of warranty for the workmanship 
and quality of all work products, so that there can be no ambiguity regarding 
the quality of goods or services performed.

• Dispute and resolution The contract should contain provisions that define 
the process for handling and resolving disputes.

• Payment The contract should specify how and when the outsourcing provider 
will be paid. Compensation should be tied not only to the quantity but also 
to the quality of work performed. The contract should include incentive 
provisions for additional payment when specific schedule, quantity, or quality 
targets are exceeded. The contract should also contain financial penalties that 
are enacted when SLA, quality, security, audit, or schedule targets are missed.

NOTE NOTE The terms of an outsourcing contract should adequately reward 
the outsourcing firm for a job well done, which should include the prospect 
of earning additional contracts as well as referrals that will help it to earn 
outsourcing contracts from other customers.
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Outsourcing Governance You cannot outsource accountability.

Outsourcing is a convenient way to transfer some operations to an external organi-
zation, thereby allowing the outsourcing organization to be more agile and to improve 
focus on core competencies. While senior managers can transfer these activities to 
external organizations and even specify rewards for good performance and penalties 
for substandard performance, those senior managers are still ultimately accountable for 
the delivery of these services, whether they are outsourced or performed by internal 
staff.

In the context of outsourcing, the role of governance is the aggregation of activities 
that control the work performed by external organizations. Governance activities may 
include

• Contracts The overall business relationship between the organization and 
its service providers should be defined in detail in legal agreements. The 
terms of legal agreements should define the work to be done (in general), the 
expectations of all parties, service levels, quality, the terms of compensation, 
and remedies in case expectations fail to be met.

• Work orders Sometimes called Statements of Work (SOWs), work orders 
describe in greater detail the work that is to be performed. While contracts are 
expected to change seldom, work orders operate in short-term intervals and 
are specific to currently delivered goods or services. Like contracts themselves, 
work orders should include precise statements regarding work output, timeliness, 
quality, and remedies.

• Service level agreements These are documents that specify service levels in 
terms of the quantity of work, quality, timeliness, and remedies for shortfalls 
in quality or quantity.

• Change management A formal method is needed so that changes in 
delivery specifications can be formally controlled.

• Security If the service provider has access to the organization’s records or 
other intellectual property, the organization will require that specific security 
controls be in place.

• Quality Minimum standards for quality should be expressed in detail, so 
that both service provider and customer have a common understanding on 
the quality of work to be performed.

• Metrics Often the outsourcing organization will want to actively measure 
various aspects of the outsourced activity, in order to have short-term visibility 
into work output as well as the ability to understand long-term trends.

• Audits The outsourcing organization may require that audits of the 
outsourced work be performed. These audits may be performed by a 
competent third party (such as a public accounting firm performing a 
SAS70 audit for financially related services) or by the customer. Often an 
outsourcing organization will negotiate a “right to audit” clause in the 
contract, but will only exercise this if they suspect irregularities or issues 
related to the work performed.
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Depending on the nature of specific outsourcing arrangements, the activities just 

listed may be combined or performed separately.

Benchmarking Benchmarking measures a process in order to compare its perfor-
mance and quality with the same process in other organizations. The purpose is to 
discover opportunities for improvement that may result in lower cost, fewer resources, 
and higher quality.

In the context of outsourcing, benchmarking can be used to measure the perfor-
mance of an outsourced process with the same process as performed by other outsourcing 
firms, as well as to compare it with the same process as performed internally by other 
organizations. The objective is the same: to learn whether a particular outsourcing 
solution is performing effectively and efficiently. Benchmarking is discussed in further 
detail in Chapter 4.

Third-Party Service Delivery Management
Service delivery management is the institution of controls and metrics to ensure that 
services are performed properly and with a minimum of incidents and defects. When 
activities are transferred to a service provider, service delivery management has some 
added dimensions and considerations.

When service delivery management is used to manage an external service provider, 
the service provider must be required to maintain detailed measurements of its work 
output. The organization utilizing an external service provider needs to also maintain 
detailed records of work received, as well as to perform its own defect management 
controls in order to ensure that the work performed by the service provider meets qual-
ity standards. Problems and incidents encountered by the organization should be doc-
umented and transmitted to the service provider in order to improve quality.

These activities should be included in the service level agreement (SLA) or in the 
contract in order to ensure that the customer will be able to impose financial penalties 
or other leverage onto the service provider in order to improve quality while maintain-
ing minimum work output.

Service delivery standards are defined in the international standard, ISO 20000. 
Relevant controls from this standard can be used to impose a standard method for 
managing service delivery by the service provider.

Software-as-a-Service Considerations
Software as a Service (SaaS) is an arrangement where an organization obtains a software 
application for use by its employees, where the software application is hosted by the 
software provider, as opposed to the customer organization. The primary advantages of 
using SaaS as opposed to self hosting are

• Capital savings The SaaS provider hosts the application on its own servers, 
thereby eliminating the need to purchase servers and other equipment.

• Labor savings The SaaS provider performs all systems and database 
administration functions, including typical administrative tasks such as 
applying software or operating system patches, performance and capacity 
management, software upgrades, and troubleshooting.
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NOTE NOTE An organization that is considering a SaaS provider for one of its 
applications will need to ensure that the SaaS provider has adequate controls 
in place to protect the organization’s data. In particular, the SaaS provider 
should have controls in place that will prevent one SaaS customer from being 
able to view the data associated with a different customer.

An organization can consider a SaaS provider to be similar to other service provid-
ers. Generally, methods used to determine the integrity and quality of a SaaS provider 
would be the same as used with other service providers.

Change Management
Change management is a business process that is used to control changes made to an 
IT environment. A formal change-management process consists of several steps that are 
carried out for each change:

• Request

• Review

• Approve

• Perform change

• Verify change

Each step in change management includes recordkeeping. Change management is 
covered in detail in Chapter 4.

Financial Management
Sound financial management is critical in any organization. Because IT is a cost-inten-
sive activity, it is imperative that the organization be well managed, with short-term 
and long-term budget planning, and that it track actual spending.

One area where senior management needs to make strategic financial decisions in IT 
is the manner in which it acquires software applications. At the steering committee level, 
IT organizations need to carefully weigh “make versus buy” with its primary applica-
tions. This typically falls into three alternatives:

• Develop the application The organization develops the application using 
in-house or contracted software developers, designers, and analysts.

• Purchase the application The organization licenses the application from 
a software vendor and installs it on servers that it leases or purchases.

• Rent the application This generally refers to the Software-as-a-Service (SaaS) 
model, where the application service provider hosts the application on its 
own premises (or on an Internet data center), and the organization using the 
software pays either a fixed fee or an on-demand fee. The organization will 
have no capital cost for servers, and little or no development cost (except, 
possibly, for interfaces to other applications).
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The choice that an organization makes is not just about the finances, but is also 

concerned with the degree of control that the organization requires.
IT financial management is about not only applications, but also the other services 

that an IT organization provides. Other functions such as service desk, PC build and 
support, e-mail, and network services can likewise be insourced or outsourced, each 
with financial and other implications.

NOTE NOTE Many larger organizations employ a “chargeback” feature for the 
delivery of IT services. This is a method where an IT organization charges 
(usually through budget transfers but occasionally through real funds) for the 
services that it provides. The advantage to chargeback is that the customers 
of the IT organization are required to budget for IT services and are less likely 
to make frivolous requests of IT, since every activity has a cost associated 
with it. Chargeback may also force an IT organization to be more competitive, 
as chargeback may invite IT’s customers to acquire services from outside 
organizations and not from the internal IT organization. Chargeback can thus 
be viewed as outsourcing to the internal IT organization.

Quality Management
Quality management refers to the methods by which business processes are controlled, 
monitored, and managed to bring about continuous improvement. The scope of a 
quality management system in an IT organization may cover any or all of the following 
activities:

• Software development

• Software acquisition

• Service desk

• IT operations

• Security

The components that are required to build and operate a quality management 
system are

• Documented processes Each process that is a part of a quality management 
system must be fully documented. This means that all of the tasks, notifications, 
records, and data flows must be fully described in formal process documents 
that are themselves controlled.

• Key measurements Each process under quality management must have some 
key measurement points so that management will be able to understand the 
frequency and effort expended for the process. Measurement goes beyond 
simply tallying and must include methods for recognizing, classifying, and 
measuring incidents, events, problems, and defects.
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• Management review of key measurements Key measurements need to be 

regularly analyzed and included in status reports that provide meaningful 
information to various levels of management. This enables management to 
understand how key processes are performing, and whether they are meeting 
management’s expectations.

• Audits Processes in a quality management system should be periodically 
measured by internal or external auditors to ensure that they are being operated 
properly. These auditors need to be sufficiently independent of the processes 
and of management itself so that they can objectively evaluate processes.

• Process changes When key measurements suggest that changes to a process 
are needed, a business or process analyst will make changes to the design of a 
process. Examples of process changes include the addition of data fields in a 
change request process, the addition of security requirements to the software 
development process, or a new method for communicating passwords to the 
users of newly created user accounts.

NOTE NOTE An organization should document and measure its quality 
management processes, just as it does with all of the processes under 
its observation and control. This will help to confirm whether the 
quality management system itself is effective.

ISO 9000
Established in the 1980s, ISO 9000 remains the world’s standard for quality manage-
ment systems. The ISO 9001, 9002, 9003, and 9004 standards have been superseded by 
the single ISO 9001:2008 Quality Management System standard. 

Organizations that implement the ISO 9001:2008 standard can voluntarily undergo 
regular external audits by an accredited firm to earn an ISO 9001:2008 certification.

NOTE NOTE ISO 9000 began as a manufacturing product quality standard. While 
many manufacturing firms are certified to ISO 9000, the standard is growing in 
popularity among service providers and software development organizations.

ISO 20000
IT organizations have been adopting the IT Infrastructure Library (ITIL) of IT service man-
agement processes as a standard framework for IT processes. Organizations that desire a 
certification can be evaluated by an accredited external audit firm to the ISO 20000 IT 
Service Management standard. ISO 20000 supersedes the earlier BS 15000 standard.

The ITIL framework consists of 13 processes in five process groups:

• Service Delivery Processes The six processes in this group are capacity 
management, service continuity and availability management, service level management, 
service reporting, information security management, and budgeting and accounting. 
Capacity management is the practice of ensuring that IT systems have sufficient 
capacity to service business needs. Service continuity and availability management 
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is the practice of guaranteeing that IT systems will function despite disruptive 
events such as equipment malfunctions and disasters. This is covered in detail 
in Chapter 7. Security management is covered throughout this book. Service 
level management and service reporting are covered in Chapter 5.

• Control Processes The two processes in this group are configuration 
management and change management. Configuration management is the 
practice of recording configuration changes in IT systems; this is discussed 
in Chapter 5.

• Release Processes The process in this group is release management. This is the 
practice of promoting software and configuration changes onto production 
systems. This topic is discussed in Chapter 5.

• Relationship Processes The two processes in this group are business 
relationship management and supplier management. Business relationship 
management is beyond the scope of this book. Supplier management is 
discussed lightly in this chapter in the earlier section, “Sourcing.”

• Resolution Processes The two processes in this group are incident management 
and problem management. An incident is any event that is not a part of the 
standard operation of an IT service and which causes an interruption to or 
reduction in quality of an IT service. A problem is the underlying cause of one 
or more incidents. These topics are discussed in Chapter 5.

All of these processes are interrelated and together constitute an effective framework 
for IT’s primary function: delivering valuable services to enable key organization processes.

Security Management
Security management refers to several key activities that all work to identify risks and 
risk treatment for the organization’s assets. In most organizations these activities should 
include

• Security governance Security governance is the practice of setting organization 
security policy, and then taking steps to ensure that policy is followed. 
Security governance also is involved with the management and continuous 
improvement of other key security activities discussed in this section.

• Risk assessment This is the practice of identifying all of the key assets in use 
by the organization, and identifying vulnerabilities and threats against each 
asset. This is followed by the development of risk treatment strategies that 
attempt to mitigate, transfer, avoid, or accept identified risks.

• Incident management This practice is concerned with the planned response 
to security incidents, when they occur in the organization. An incident is 
defined as a violation of security policy; such an incident may be minor (such 
as a user choosing an easily guessed password) or major (such as a hacking 
attack and theft of sensitive information). Some of the aspects of incident 
management include computer forensics (the preservation of evidence that 

ch02.indd   57 9/15/2009   12:46:59 PM



CISA Certified Information Systems Auditor All-in-One Exam Guide

58
could be used in later legal action) and the involvement of regulatory 
authorities and law enforcement.

• Vulnerability management This is the practice of proactively identifying 
vulnerabilities in IT systems, as well as in business processes, which could be 
exploited to the detriment of the organization. Activities that take place in 
vulnerability management include security scanning, patch management, and 
reviewing threat and risk advisories issued by software vendors and security 
organizations.

• Access and identity management These practices are used to control which 
persons and groups may have access to which organization assets, systems, 
and functions. Identity management is the activity of managing the identity of 
each employee, contractor, temporary worker, and optionally, customer. These 
records are then used as the basis for controlling which buildings, IT systems, 
and business functions each person is permitted to use.

• Compliance management Security management should be responsible for 
knowing which laws, regulations, standards, requirements, and legal contracts 
the organization is required to comply with. Verification of compliance may 
involve internal or external audits and other activities to confirm that the 
organization is in compliance with all of these legal and other requirements.

• Business continuity and disaster recovery planning These practices allow 
the organization to develop response plans in the event that a disaster should 
occur that would otherwise threaten the ongoing viability of the organization. 
Business continuity and disaster recovery planning is covered in detail in 
Chapter 7.

Optimizing Performance
Performance optimization is concerned with the continual improvement of IT processes 
and systems. This set of activities is concerned not only with financial efficiency, but also 
with the time and resources required to perform common IT functions. The primary 
objective of IT performance optimization is to ensure that the organization is getting the 
maximum benefit of IT services for the lowest possible expenditure of resources.

Performance optimization is considered a rather mature approach to the manage-
ment of IT processes and systems. It requires mature processes with key controls and 
measurement points, and is one of the natural results of effective quality management. 
See the earlier section “Quality Management” for more information on this perspective.

Performance optimization is a complicated undertaking, because IT systems and 
processes usually change frequently over time; it can be difficult to attribute specific 
changes in systems or processes to changes in performance metrics.

Maturity models such as SEI CMMI (Software Engineering Institute Capability Matu-
rity Model Integration) can be used to determine the level of an organization’s processes. 
SEI CMMI focuses on whether an organization’s processes have a level of maturity associ-
ated with measurement and continuous improvement.

The COBIT (Control Objectives for Information and related Technology) frame-
work also contains facilities to identify and measure key performance indicators, with 
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the aim of enabling continuous improvement to processes and technology. The COBIT 
framework contains 34 key IT processes, along with the means for any individual orga-
nization to determine how much (and what kind of) control is appropriate for each 
organization, based upon its business objectives and how IT supports them.

Organization Structure and Responsibilities
Organizations require structure to distribute responsibility to groups of people with 
specific skills and knowledge. The structure of an organization is called an organization 
chart (org chart). Figure 2-5 shows a typical IT organization chart.

Organizing and maintaining an organization structure requires that many factors 
be taken into account. In most organizations, the org chart is a living structure that 
changes frequently, based upon several conditions including

• Short- and long-term objectives Organizations sometimes move departments 
from one executive to another so that departments that were once far from 
each other (in terms of the org chart structure) will be near each other. This 
provides new opportunities for developing synergies and partnerships that did 
not exist before the reorganization (reorg). These organizational changes are 
usually performed to help an organization meet new objectives that require new 
partnerships and teamwork that were less important before.

Figure 2-5 Typical IT organization chart
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• Market conditions Changes in market positions can cause an organization 

to realign its internal structure in order to strengthen itself. For example, if a 
competitor lowers its prices based on a new sourcing strategy, an organization 
may need to respond by changing its organizational structure in order to put 
experienced executives in charge of specific activities.

• Regulation New regulations may induce an organization to change its 
organizational structure. For instance, an organization that becomes highly 
regulated may elect to move its security and compliance group away from IT 
and place it under the legal department, since compliance has much more to 
do with legal compliance than industry standards.

• Attrition and available talent When someone leaves the organization (or 
moves to another position within the organization), particularly in positions 
of leadership, a space opens in the org chart that often cannot be filled right 
away. Instead, senior management will temporarily change the structure of 
the organization by moving the leaderless department under the control 
of someone else. Often, the decisions of how to change the organization 
will depend upon the talent and experience of existing leaders, in addition 
to each leader’s workload and other factors. For example, if the director of 
IT program management leaves the organization, the existing department 
could temporarily be placed under the IT operations department, in this case 
because the director of IT operations used to run IT program management. 
Senior management can see how that arrangement works out and later decide 
whether to replace the director of IT program management position or to do 
something else.

NOTE NOTE Many organizations use formal succession planning as a way of 
preparing for unexpected changes in the organization, especially terminations 
and resignations. A succession plan helps the organization to temporarily fill 
an absent position until a long-term replacement can be found.

This structure serves as a top-down and bottom-up conduit of communication. 
Figure 2-6 depicts the communication and control that an organization provides.

Figure 2-6 
Communication and 
control flow upward 
and downward in an 
organization.
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Roles and Responsibilities
The topic of roles and responsibilities is multidimensional: it encompasses positions 
and relationships on the organization chart, it defines specific job titles and duties, and 
it denotes generic expectations and responsibilities regarding the use and protection of 
assets.

Individual Roles and Responsibilities
Several roles and responsibilities fall upon all individuals throughout the organization.

• Executive management The most senior managers and executives 
in an organization are responsible for developing the organization’s 
mission, objectives, and goals, as well as policy. Executives are responsible 
for enacting security policy, which defines (among other things) the 
protection of assets.

• Owner An owner is an individual (usually but not necessarily a 
manager) who is the designated owner-steward of an asset. Depending 
upon the organization’s security policy, an owner may be responsible for 
the maintenance and integrity of the asset, as well as for deciding who is 
permitted to access the asset. If the asset is information, the owner may 
be responsible for determining who may access and make changes to the 
information.

• Manager A manager is, in the general sense, responsible for obtaining 
policies and procedures and making them available to their staff members. 
They should also, to some extent, be responsible for their staff members’ 
behavior.

• User Users are individuals (at any level of the organization) who use assets 
in the performance of their job duties. Each user is responsible for how he 
or she uses the asset, and does not permit others to access the asset in his or 
her name. Users are responsible for performing their duties lawfully and for 
conforming to organization policies.

These generic roles and responsibilities should apply all across the org chart to include 
every person in the organization.

NOTE NOTE The roles and responsibilities of executives, owners, managers, and 
users should be formally defined in an organization’s security policy.

Job Titles and Job Descriptions
A job title is a label that is assigned to a job description. It denotes a position in the 
organization that has a given set of responsibilities, and which requires a certain level 
and focus of education and prior experience.
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NOTE NOTE The exam may present questions that address proper procedures 
for the audit of a specified job title. When considering your response, you 
should consider the job role assigned with the specific title rather than 
focusing on the title itself. Questions that address job titles are intended to 
examine understanding of their related roles—an example being the Network 
Management role associated with the Network Engineer title.

An organization that has a program of career advancement may have a set of career 
paths or career ladders that are models showing how employees may advance. For each 
job title, a career path will show the possible avenues of advancement to other job titles, 
and the experience required to reach those other job titles.

Job titles in IT have matured and are quite consistent across organizations. This 
consistency helps organizations in several ways:

• Recruiting When the organization needs to find someone to fill an open 
position, the use of standard job titles will help prospective candidates more 
easily find positions that match their criteria.

• Compensation baselining Because of the chronic shortage of talented IT 
workers, organizations are forced to be more competitive when trying to 
attract new workers. To remain competitive, many organizations periodically 
undertake a regional compensation analysis to better understand the levels of 
compensation paid to IT workers in other organizations. The use of standard 
job titles makes the task of comparing compensation far easier.

• Career advancement When an organization uses job titles that are 
consistent in the industry, IT workers have a better understanding of the 
functions of positions within their own organizations and can more easily 
plan how they can advance.

The remainder of this section includes many IT job titles with a short description 
(not a full job description by any measure) of the function of that position.

Virtually all organizations also include titles that denote the level of experience, 
leadership, or span of control in an organization. These titles may include executive 
vice president, senior vice president, vice president, senior director, director, general 
manager, senior manager, manager, and supervisor. Larger organizations will use more 
of these, and possibly additional titles such as district manager, group manager, or area 
manager.

Executive Management Executive managers are the chief leaders and policy-
makers in an organization. They set objectives and work directly with the organization’s 
most senior management to help make decisions affecting the future strategy of the 
organization.

• CIO (chief information officer) This is the title of the topmost leader in a 
larger IT organization.
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• CTO (chief technical officer) This position is usually responsible for an 

organization’s overall technology strategy. Depending upon the purpose of 
the organization, this position may be separate from IT.

• CSO (chief security officer) This position is responsible for all aspects 
of security, including information security, physical security, and possibly 
executive protection (protecting the safety of senior executives).

• CISO (chief information security officer) This position is responsible for 
all aspects of data-related security. This usually includes incident management, 
disaster recovery, vulnerability management, and compliance.

• CPO (chief privacy officer) This position is responsible for the protection 
and use of personal information. This position is found in organizations that 
collect and store sensitive information for large numbers of persons.

Software Development Positions in software development are involved in the 
design, development, and testing of software applications.

• Systems architect This position is usually responsible for the overall 
information systems architecture in the organization. This may or may not 
include overall data architecture as well as interfaces to external organizations.

• Systems analyst A systems analyst is involved with the design of 
applications, including changes in an application’s original design. This 
position may develop technical requirements, program design, and software 
test plans. In cases where organizations license applications developed by 
other companies, systems analysts design interfaces to other applications.

• Software developer, programmer This position develops application 
software. Depending upon the level of experience, persons in this position 
may also design programs or applications. In organizations that utilize 
purchased application software, developers often create custom interfaces, 
application customizations, and custom reports.

• Software tester This position tests changes in programs made by software 
developers.

Data Management Positions in data management are responsible for developing 
and implementing database designs and for maintaining databases.

• Database architect This position develops logical and physical designs of 
data models for applications. With sufficient experience, this person may also 
design an organization’s overall data architecture.

• Database administrator (DBA) This position builds and maintains 
databases designed by the database architect and those databases that are 
included as a part of purchased applications. The DBA monitors databases, 
tunes them for performance and efficiency, and troubleshoots problems.
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• Database analyst This position performs tasks that are junior to the 

database administrator, carrying out routine data maintenance and 
monitoring tasks.

Network Management Positions in network management are responsible for 
designing, building, monitoring, and maintaining voice and data communications net-
works, including connections to outside business partners and the Internet.

• Network architect This position designs data and (increasingly) voice 
networks and designs changes and upgrades to the network as needed to 
meet new organization objectives.

• Network engineer This position builds and maintains network devices such 
as routers, switches, firewalls, and gateways.

• Network administrator This position performs routine tasks in the network 
such as making minor configuration changes and monitoring event logs.

• Telecom engineer Positions in this role work with telecommunications 
technologies such as data circuits, phone systems, and voicemail systems.

Systems Management Positions in systems management are responsible for 
architecture, design, building, and maintenance of servers and operating systems. This 
may include desktop operating systems as well.

• Systems architect This position is responsible for the overall architecture 
of systems (usually servers), both in terms of the internal architecture of a 
system, as well as the relationship between systems. This position is usually 
also responsible for the design of services such as authentication, e-mail, and 
time synchronization.

• Systems engineer This position is responsible for designing, building, and 
maintaining servers and server operating systems.

• Storage engineer This position is responsible for designing, building, and 
maintaining storage subsystems.

• Systems administrator This position is responsible for performing 
maintenance and configuration operations on systems.

Operations Positions in operations are responsible for day-to-day operational tasks 
that may include networks, servers, databases, and applications.

• Operations manager This position is responsible for overall operations that 
are carried out by others. Responsibilities will include establishing operations 
shift schedules.

• Operations analyst This position may be responsible for the development 
of operational procedures; examining the health of networks, systems, and 
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databases; setting and monitoring the operations schedule; and maintaining 
operations records.

• Controls analyst This position is responsible for monitoring batch jobs, 
data entry work, and other tasks to make sure that they are operating correctly.

• Systems operator This position is responsible for monitoring systems and 
networks, performing backup tasks, running batch jobs, printing reports, and 
other operational tasks.

• Data entry This position is responsible for keying batches of data from 
hardcopy sources.

• Media librarian This position is responsible for maintaining and tracking 
the use and whereabouts of backup tapes and other media.

Security Operations Positions in security operations are responsible for designing, 
building, and monitoring security systems and security controls, to ensure the confiden-
tiality, integrity, and availability of information systems.

• Security architect This position is responsible for the design of security 
controls and systems such as authentication, audit logging, intrusion detection 
systems, intrusion prevention systems, and firewalls.

• Security engineer This position is responsible for designing, building, and 
maintaining security services and systems that are designed by the security 
architect. 

• Security analyst This position is responsible for examining logs from 
firewalls, intrusion detection systems, and audit logs from systems and 
applications. This position may also be responsible for issuing security 
advisories to others in IT.

• User account management This position is responsible for accepting 
approved requests for user access management changes and performing the 
necessary changes at the network, system, database, or application level. Often 
this position is carried out by personnel in network and systems management 
functions; only in larger organizations is user account management performed 
in security or even in a separate user access department.

• Security auditor This position is responsible for performing internal audits 
of IT controls to ensure that they are being operated properly.

Service Desk Positions at the service desk are responsible for providing frontline 
support services to IT and IT’s customers.

• Helpdesk analyst This position is responsible for providing frontline user 
support services to personnel in the organization.

• Technical support analyst This position is responsible for providing technical 
support services to other IT personnel, and perhaps also to IT customers.
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Segregation of Duties
Information systems often process large volumes of information that is sometimes high-
ly valuable or sensitive. Measures need to be taken in IT organizations to ensure that 
individuals do not possess sufficient privileges to carry out potentially harmful actions 
on their own. Checks and balances are needed, so that high-value and high-sensitivity 
activities involve the coordination of two or more authorized individuals. The concept 
of segregation of duties (SOD), also known as separation of duties, ensures that single indi-
viduals do not possess excess privileges that could result in unauthorized activities such 
as fraud or the manipulation or exposure of sensitive data.

The concept of segregation of duties has been long-established in organization 
accounting departments where, for instance, separate individuals or groups are respon-
sible for the creation of vendors, the request for payments, and the printing of checks. 
Since accounting personnel frequently handle checks and currency, the principles and 
practices of segregation of duties controls in accounting departments are the norm.

IT departments are lagging behind somewhat, since the functions in IT are less-often 
involved in direct monetary activities (except in certain industries such as banking). But 
thanks to financial scandals in the 1980s and 1990s that involved the illicit manipula-
tion of financial records, the need for full and formal IT-level segregation of duties is 
now well recognized.

NOTE NOTE At its most basic form, the rule of segregation of duties specifies that 
no single individual should be permitted or able to perform high-value, high-
sensitivity, or high-risk actions. Instead, two or more parties must be required 
to perform these functions.

Segregation of Duties Controls
Preventive and detective controls should be put into place to manage segregation of 
duties matters. In most organizations, both the preventive and detective controls will 
be manual, particularly when it comes to unwanted combinations of access between 
different applications. However, in some transaction-related situations, controls can be 
automated, although they may still require intervention by others.

Some examples of segregation of duties controls include

• Transaction authorization Information systems can be programmed or 
configured to require two (or more) persons to approve certain transactions. 
Many of us see this in retail establishments where a manager is required 
to approve a large transaction or a refund. In IT applications, transactions 
meeting certain criteria (for example, exceeding normally accepted limits 
or conditions) may require a manager’s approval to be able to proceed.

• Split custody of high-value assets Assets of high importance or value can be 
protected using various means of split custody. For example, a password to an 
encryption key that protects a highly valued asset can be split in two halves, 
one half assigned to two persons, and the other half assigned to two persons, 
so that no single individual knows the entire password. Banks do this for 
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central vaults, where a vault combination is split into two or more pieces 
so that two or more are required to open it.

• Workflow Applications that are workflow-enabled can use a second (or 
third) level of approval before certain high-value or high-sensitivity activities 
can take place. For example, a workflow application that is used to provision 
user accounts can include extra management approval steps in requests for 
administrative privileges.

• Periodic reviews IT or internal audit personnel can periodically review user 
access rights to identify whether any segregation of duties issues exist. The 
access privileges for each worker can be compared against a segregation of 
duties control matrix. Table 2-2 shows an example matrix.

When SOD issues are encountered during a segregation of duties review, manage-
ment will need to decide how to mitigate the matter. The choices for mitigating a SOD 
issue include

• Reduce access privileges Management can reduce individual user privileges 
so that the conflict no longer exists.

• Introduce a new mitigating control If management has determined that 
the person(s) need to retain privileges that are viewed as a conflict, then new 
preventive or detective controls need to be introduced that will prevent or 
detect unwanted activities. Examples of mitigating controls include increased 
logging to record the actions of personnel, improved exception reporting to 
identify possible issues, reconciliations of data sets, and external reviews of 
high-risk controls.
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Management OK X X X X X X X X

Systems Analyst OK OK X X X X X X X

SW Developer X OK X X X X X X X

SW Test X X X X X X X X X

DB Admin X X X X OK X X X X

Systems Admin X X X X OK OK X OK OK

Network Admin X X X X X OK X X X

Security Admin X X X X X X X X X

Systems Operator X X X X X OK X X OK

Helpdesk X X X X X OK X X OK

Table 2-2 Example Segregation of Duties Matrix Identifies Forbidden Combinations of Privileges
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NOTE NOTE An organization should periodically review its SOD matrix, 
particularly if new roles or high-value applications are added or changed.

Auditing IT Governance
IT governance is more about business processes than it is about technology. This will 
make audits of IT governance rely more on interviews and documentation reviews than 
on inspections of information systems. Effective or ineffective IT governance is discern-
able in interviews of IT personnel as well as of business customers and end users.

NOTE NOTE Governance questions on the exam will consider the ISACA’s COBIT 
strategies as the standard, but will be generic enough in nature to ensure that an 
understanding of other common IT governance methods will remain applicable 
to the test-taker. Focus here on the measures and instruments used to validate 
the governance model. 

Problems in IT governance will manifest themselves through a variety of symptoms:

• Discontentment among staff or end users Burned-out or overworked IT staff, 
low IT morale, high turnover, and malaise among end users (about IT-supported 
systems) can indicate an IT department that lacks maturity and is falling behind 
on its methodology or is applying Band-Aid fixes to systems. 

• Poor system performance Excessive incidents of unscheduled downtime, a 
large backlog of support tasks, and long wait times indicate a lack of attention 
to the quality of applications.

• Nonstandard hardware or software A mix of hardware or software technologies 
among applications or end-user systems may indicate a lack of technology 
standards, or the failure to enforce standards that are already in place.

• Project dysfunction An IT department suffering from late projects, aborted 
projects, and budget-busting projects indicates a lack of program and project 
management discipline.

• Highly critical personnel A disproportionate over-reliance on a few IT personnel 
indicates that responsibilities are not fairly apportioned over the entire IT staff. 
This may be a result of a lack of training, unqualified personnel, or high turnover.

Reviewing Documentation and Records
The heart of an IT audit is the examination of documentation and records. They tell the 
story of IT control, planning, and day-to-day operations. When auditing IT governance, 
the IS (information systems) auditor will need to review many documents:

• IT charter, strategy, and planning These documents will indicate management’s 
commitment to IT strategic planning as a formally required activity. Other 
documents that should be sought include IT steering committee meeting agendas, 
minutes, and decision logs.
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• IT organization chart and job descriptions These documents give an 

indication of the organization’s level of maturity regarding the classification 
of employees and their specific responsibilities. An org chart also depicts the 
hierarchy of management and control. Job description documents describe 
detailed responsibilities for each position in the IT organization. An IS 
auditor’s interviews should include some inquiry into the actual skills and 
experience of IT personnel, to see whether they correspond to their respective 
job descriptions.

• HR / IT employee performance review process The IS auditor should 
review the process and procedures used for employee performance reviews. 
In particular, the IS auditor should view actual performance goals and 
review documents to see how well individual employees’ goals align with 
IT department objectives. Further, any performance problems identified in 
performance reviews can be compared with documents that describe the 
outcomes of key IT projects.

• HR promotion policy It will be helpful for the IS auditor to determine 
whether the organization has a policy (written or not) of promoting 
from within. In other words, when positions become available, does the 
organization first look within its ranks for potential candidates, or are new 
hires typically outsiders? This will influence both employee morale and the 
overall effectiveness of the IT organization.

• HR manuals Documents such as the employee handbook, corporate 
policies, and HR procedures related to hiring, performance evaluation, and 
termination should exist, reflect regular management reviews, and reflect 
practices that meet the organization’s business needs.

• Life-cycle processes and procedures Processes such as the software 
development life cycle and change management should reflect the needs 
of IT governance. The IS auditor should request records from the software 
development life cycle (specifically, documents that describe specific 
changes to IT systems and supporting infrastructure) and change 
management process to see how changes mandated at the steering 
group level are carried out.

• IT operations procedures IT operations process documents for activities 
such as service desk, monitoring, and computer and network operations 
should exist. The IS auditor should request records for these activities to 
determine whether these processes are active.

• IT procurement process An IT organization needs to take a consistent 
and effective approach to the procurement process. The process should 
reflect management attention to due diligence, so that any supplier risks are 
identified and mitigated in the procurement phase and reflected in the service 
agreement contract. The goods and services provided by suppliers should be 
required to adhere to the organization’s IT policies, processes, and standards; 
exceptions should be handled in an exception process. Records should exist 
that reflect ongoing attention to this process.
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• Quality management documents An IT organization that is committed to 

quality and improvement will have documents and records to support this 
objective.

Like any other facets of an audit, the IS auditor needs to conduct several interviews 
and walkthroughs to gain a level of confidence that these documents reflect the actual 
management and operations of an IT organization. These interviews should include 
staff from all levels of management, as well as key end users who can also attest to 
IT’s organization and commitment to its governance program and the maturity of its 
processes.

NOTE NOTE The IS auditor should also review the processes related to the 
regular review and update of IT governance documents. Regular reviews 
attest to active management involvement in IT governance. The lack of recent 
reviews might suggest that management began a governance program but has 
subsequently lost interest in it.

Reviewing Contracts
The IS auditor who is examining IT governance needs to examine the service agree-
ments between the organization and its key IT-related suppliers. Contracts should 
contain several items:

• Service levels Contracts should contain a section on acceptable service 
levels and the process followed when service interruptions occur. Service 
outages should include an escalation path so that management can obtain 
information from appropriate levels of the supplier’s management team.

• Quality levels Contracts should contain specifications on the quality of goods 
or services delivered, as well as remedies when quality standards are not met.

• Right to audit Contracts should include a right-to-audit clause that permits 
the organization to examine the supplier’s premises and records upon 
reasonable notice.

• Third-party audits Contracts should include provisions that require the 
supplier to undergo appropriate and regular audits. Audit reports from these 
audits should be available upon request, including remediation plans for any 
significant findings found in the audit reports.

• Conformance to security policies Suppliers should be required to provide 
goods or services that can meet the organization’s security policies. For 
instance, if the organization’s security policy requires specific password-quality 
standards, then the goods or services from suppliers should be able to meet 
those standards.

• Protection and use of sensitive information Contracts should include 
detailed statements that describe how the organization’s sensitive information 
will be protected and used. This is primarily relevant in an online, SaaS 
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(Software as a Service), or ASP (application service provider) model where 
some of the organization’s data will reside on systems or networks that 
are under the control of a supplier. The contract should include details 
that describe how the supplier tests its controls to ensure that they are 
still effective. Third-party audits of these controls may also be warranted, 
depending upon the sensitivity of the information in question.

• Conformance to laws and regulations Contracts should require that the 
supplier conform to all relevant laws and regulations. This should include 
laws and regulations that the organization itself is required to conform to; 
in other words, compliance with laws and regulations should flow to and 
include suppliers. For example, if a health-care organization is required 
to comply with HIPAA (Health Insurance Portability and Accountability 
Act, a U.S. law that requires specific protections of patient health-care 
information when in electronic form), any suppliers that store or manage 
the organization’s health-care-related information must be required to 
also be in compliance with HIPAA regulations.

• Incident notification Contracts should contain specific language that 
describes how incidents are handled and how the organization is notified of 
incidents. This includes not only service changes and interruptions, but also 
security incidents. The supplier should be required to notify the organization 
within a specific period, and also provide periodic updates as needed.

• Source code escrow If the supplier is a software organization that uses 
proprietary software as a means for providing services, the supplier should be 
required to regularly deposit its software source code into a software escrow. A 
software escrow firm is a third-party organization that will place software into 
a vault, and release it to customer organizations in the event of the failure of 
the supplier’s business.

• Liabilities Contracts should clearly state which parties are liable for which 
actions and activities. They should further specify the remedies taken should 
any party fail to perform adequately.

• Termination terms Contracts should contain reasonable provisions that 
describe the actions taken if the business relationship is terminated.

NOTE NOTE While the IS auditor may not be required to understand the nuances 
of legal contracts, the auditor should look for these sections in contracts with 
key suppliers. The IS auditor should also look for other contractual provisions 
in supplier contracts that are specific to any unique or highly critical needs 
that are provided by a supplier.

Reviewing Outsourcing
When an auditor is auditing an organization’s key processes and systems, those processes 
and systems that are outsourced require just as much (if not more) scrutiny than if they 
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were performed by the organization’s own staff using its own assets. However, it may be 
difficult to audit the services provided by a third-party supplier for several reasons:

• Distance The supplier may be located in a remote region, and travel to the 
supplier’s location may be costly.

• Lack of audit contract terms The organization may not have a clause in 
its contract with the supplier that requires cooperation with auditors. While 
it may be said that the organization should have negotiated a right-to-audit 
clause, this point may be moot at the time of the audit.

• Lack of cooperation The supplier might not cooperate with the organization’s 
auditors. Noncooperation takes many forms, including taking excessive time 
to return inquiries and providing incomplete or inadequate records. An audit 
report may include one or more findings (nonconformities) related to the lack 
of cooperation; this may provide sufficient leverage to force the supplier to 
improve its cooperation, or for the organization to look for a new supplier.

An ideal situation is one where a supplier undergoes regular third-party audits that 
are relevant to the services provided, and where the supplier makes those audit results 
available on request.

Summary
IT governance is the top-down management and control of an IT organization. Gover-
nance is usually undertaken through a steering committee that consists of executives 
from throughout the organization. The steering committee is responsible for setting 
overall strategic direction and policy, ensuring that IT strategy is in alignment with the 
organization’s strategy and objectives. The wishes of the steering committee are carried 
out through projects and tasks that steer the IT organization toward strategic objectives. 
The steering committee can monitor IT progress through a balanced scorecard.

Enterprise architecture provides a meaningful way to depict complex IT environ-
ments in functional terms. The Zachman framework is most often used to represent IT 
architecture in various layers of detail. Similarly, data flow diagrams illustrate the rela-
tionship between IT applications.

The IT steering committee is responsible for IT strategic planning. The IT steering 
committee will develop and approve IT policies, and appoint managers to develop and 
maintain processes, procedures, and standards, all of which should align with each 
other and with the organization’s overall strategy.

Security governance is accomplished using the same means as IT governance: it 
begins with board-level involvement that sets the tone for risk appetite and is carried 
out through the chief information security officer (CISO), who develops security and 
privacy policies, as well as strategic security programs including incident management, 
vulnerability management, and identity and access management.

Risk management is the practice of identifying key assets and the vulnerabilities 
they may possess and the threats that may harm them if permitted. This is accom-
plished through a risk assessment that identifies assets, threats, and vulnerabilities in 
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detail, and is followed by specific risk treatment strategies used to mitigate, transfer, 
avoid, or accept risks. A risk assessment may be qualitative, where threats and risks are 
labeled on scales such as “high,” “medium,” and “low”; or it may be quantitative, where 
risks are expressed in financial terms.

Key management practices will help ensure that the IT organization will operate 
effectively. These practices include personnel management, which encompasses the hiring, 
development, and evaluation of employees, as well as onboarding and offboarding 
processes, and development of the employee handbook and other policies. Another 
key practice area is sourcing, which is the management of determining where and by 
whom key business processes will be performed; the basic choices are insourced or 
outsourced, and on-site or off-site. The third key practice area is change management, the 
formal process whereby changes are applied to IT environments in a way that reduces 
risk and ensures highest reliability. The next practice area is financial management, a key 
area, given that IT organizations are cost-intensive and require planning and analysis to 
guarantee the best use of financial resources. Another practice area is quality management, 
where processes are carefully measured and managed so that they may be continuously 
improved over time. The next practice area is security management, which encompasses 
several activities including risk assessments, incident management, vulnerability man-
agement, access and identity management, compliance management, and business 
continuity and disaster recovery planning.

The IT organization should have a formal management and reporting structure, as 
well as established roles and responsibilities, and written job descriptions. Roles and 
responsibilities should address the need for segregation of duties, to ensure that high-
value and high-risk tasks must be carried out by two or more persons and recorded.

The IS auditor who is auditing IT governance and risk management needs to exam-
ine organization policies, processes, and records that reflect active involvement by 
steering committees, management, and staff. The IS auditor must determine whether 
the IT organization is operating in alignment with overall organization objectives and 
according to the wishes of executive management.

Notes
• IT executives and the board of directors are responsible for imposing an IT 

governance model encompassing IT strategy, information security, and formal 
enterprise architectural mandates.

• Strategic planning is accomplished by the steering committee, addressing 
the near-term and long-term requirements aligning business objectives and 
technology strategies.

• Policies, procedures, and standards allow validation of business practices 
against acceptable measures of regulatory compliance, performance, and 
standard operational guidelines. 

• Risk management involves the identification of potential risk and the appropriate 
response for each threat based on impact assessment using qualitative and/or 
quantitative measures for an enterprisewide risk management strategy.
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• Assigned IT management roles ensure that resource allocation, enterprise 

performance, and operational capabilities coordinate with business 
requirements by validating alignment with standards and procedures for 
change management and compliance with sourcing, financial, quality, and 
security controls.

• Formal organizational structure ensures alignment between operational 
roles and responsibilities within the enterprise, where a separation of duties 
ensures individual accountability and validation of policy alignment between 
coordinated team members.

• Regular audit of the IT governance process ensures alignment with regulatory 
and business mandates in the evolving enterprise by ensuring all documentation, 
contracts, and sourcing policies are reviewed and updated to meet changes in the 
living enterprise.

Questions

 1. IT governance is most concerned with:

 A. Security policy

 B. IT policy

 C. IT strategy

 D. IT executive compensation

 2. One of the advantages of outsourcing is:

 A. It permits the organization to focus on core competencies.

 B. Reduced costs.

 C. Greater control over work performed by the outsourcing agency.

 D. Elimination of segregation of duties issues.

 3. An external IS auditor has discovered a segregation of duties issue in a high-
value process. What is the best action for the auditor to take?

 A. Implement a preventive control.

 B. Implement a detective control.

 C. Implement a compensating control.

 D. Document the matter in the audit report.

 4. An organization has chosen to open a business office in another country 
where labor costs are lower and has hired workers to perform business 
functions there. This organization has:

 A. Outsourced the function

 B. Outsourced the function offshore
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 C. Insourced the function on-site

 D. Insourced the function at a remote location

 5. An organization has discovered that some of its employees have criminal 
records. What is the best course of action for the organization to take?

 A. Terminate the employees with criminal records.

 B. Immediately perform background checks, including criminal history, on 
all existing employees.

 C. Immediately perform background checks, including criminal history, on 
all new employees.

 D. Immediately perform background checks on those employees with 
criminal records.

 6. The options for risk treatment are:

 A. Risk mitigation, risk reduction, and risk acceptance

 B. Risk mitigation, risk reduction, risk transfer, and risk acceptance

 C. Risk mitigation, risk avoidance, risk transfer, and risk acceptance

 D. Risk mitigation, risk avoidance, risk transfer, and risk conveyance

 7. Annualized loss expectancy (ALE) is defined as:

 A. Single loss expectancy (SLE) times annualized rate of occurrence (ARO)

 B. Exposure factor (EF) times the annualized rate of occurrence (ARO)

 C. Single loss expectancy (SLE) times the exposure factor (EF)

 D. Asset value (AV) times the single loss expectancy (SLE)

 8. A quantitative risk analysis is more difficult to perform because:

 A. It is difficult to get accurate figures on the impact of a realized threat.

 B. It is difficult to get accurate figures on the frequency of specific threats.

 C. It is difficult to get accurate figures on the value of assets.

 D. It is difficult to calculate the annualized loss expectancy of a specific threat.

 9. An IS auditor is examining the IT standards document for an organization 
that was last reviewed two years earlier. The best course of action for the IS 
auditor is: 

 A. Locate the IT policy document and see how frequently IT standards should 
be reviewed.

 B. Compare the standards with current practices and make a determination 
of adequacy.

 C. Report that IT standards are not being reviewed often enough.

 D. Report that IT standards are adequate.
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 10. The purpose of a balanced scorecard is:

 A. To measure the efficiency of an IT organization

 B. To evaluate the performance of individual employees

 C. To benchmark a process in the organization against peer organizations

 D. To measure organizational performance and effectiveness against strategic 
goals

Answers

 1. C. IT governance is the mechanism through which IT strategy is established, 
controlled, and monitored through the balanced scorecard.

 2. A. Outsourcing is an opportunity for the organization to focus on core 
competencies. When an organization outsources a business function, it no 
longer needs to be concerned about training employees in that function. 
Outsourcing does not always reduce costs, because cost reduction is not 
always the primary purpose for outsourcing in the first place.

 3. D. The external auditor can only document the finding in the audit report. An 
external auditor is not in a position to implement controls.

 4. D. An organization that opens a business office in another country and 
staffs the office with its own employees is not outsourcing, but is insourcing. 
Outsourcing is the practice of using contract labor, which is clearly not the 
case in this example. In this case the insourcing is taking place at a remote 
location.

 5. B. An organization that has discovered that some employees have criminal 
records should have background checks performed on all existing employees, 
and also begin instituting background checks (which should include criminal 
history) for all new employees. It is not necessarily required to terminate these 
employees; the specific criminal offenses may not warrant termination.

 6. C. The options for risk treatment are the actions that management will take 
when a risk has been identified. The options are risk mitigation (where the 
risk is reduced), risk avoidance (where the activity is discontinued), risk 
transfer (where the risk is transferred to an insurance company), and risk 
acceptance (where management agrees to accept the risk as-is).

 7. A. Annualized loss expectancy (ALE) is the annual expected loss to an asset. It 
is calculated as the single loss expectancy (SLE—the financial loss experienced 
when the loss is realized one time) times the annualized rate of occurrence 
(ARO—the number of times that the organization expects the loss to occur).

 8. B. The most difficult part of a quantitative risk analysis is a determination of 
the probability that a threat will actually be realized. It is relatively easy to 
determine the value of an asset and the impact of a threat event.
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 9. C. IT standards that have not been reviewed for two years are out of date. If 

the IS auditor finds an IT policy that says that IT standards can be reviewed 
every two years, then there is a problem with IT policy as well; two years is far 
too long between reviews of IT standards.

 10. D. The balanced scorecard is a tool that is used to quantify the performance of 
an organization against strategic objectives. The focus of a balanced scorecard 
is financial, customer, internal processes, and innovation/learning.
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CHAPTER 3The Audit Process

This chapter discusses the following topics:
• Audit management
• ISACA auditing standards, procedures, and guidelines
• Audit and risk analysis
• Internal controls
• Performing an audit

The topics in this chapter represent 10 percent of the CISA examination.

The IS audit process is the procedural structure used by auditors to assess and evaluate 
the effectiveness of the IT organization and how well it supports the organization’s 
overall goals and objectives. The audit process is backed up by the framework that is the 
ISACA code of ethics, ISACA audit standards, guidelines, and audit procedures. This 
framework is used to ensure that auditors will take a consistent approach from one 
audit to the next throughout the entire industry. This will help to advance the entire 
audit profession and facilitate its gradual improvement over time.

Audit Management
An organization’s audit function should be managed so that an audit charter, strategy, 
and program can be established; audits performed; recommendations enacted; and 
auditor independence assured throughout. The audit function should align with the organi-
zation’s mission and goals, and work well alongside IT governance and operations.

The Audit Charter
As with any formal, managed function in the organization, the audit function should 
be defined and described in a charter document. The charter should clearly define roles 
and responsibilities that are consistent with ISACA audit standards and guidelines (in-
cluding but not limited to ethics, integrity, and independence). The audit function 
should have sufficient authority that its recommendations will be respected and imple-
mented, but not so much power that the audit tail will wag the IS dog.

79
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The Audit Program
An audit program is the term used to describe the audit strategy and audit plans that 
include scope, objectives, resources, and procedures used to evaluate a set of controls 
and deliver an audit opinion. You could say that an audit program is the plan for con-
ducting audits over a given period.

The term “program” in audit program is intended to evoke a similar “big picture” 
point of view as the term program manager does. A program manager is responsible for 
the performance of several related projects in an organization. Similarly, an audit pro-
gram is the plan for conducting several audits in an organization.

Strategic Audit Planning
The purpose of audit planning is to determine the audit activities that need to take 
place in the future, including an estimate on the resources (budget and manpower) 
required to support those activities.

Factors that Affect an Audit
Like security planning, audit planning must take into account several factors: 

• Organization strategic goals and objectives The organization’s overall 
goals and objectives should flow down to individual departments and their 
support of these goals and objectives. These goals and objectives will translate 
into business processes, technology to support business processes, controls for 
both the business processes and technologies, and audits of those controls. 
This is depicted in Figure 3-1.

• New organization initiatives Closely related to goals and objectives, 
organizations often embark on new initiatives, whether new products, 
new services, or new ways of delivering existing products and services. 

• Market conditions Changes in the product or service market may have 
an impact on auditing. For instance, in a product or services market where 
security is becoming more important, market competitors could decide to 
voluntarily undergo audits in order to show that their products or services 
are safer or better than the competition’s. Other market players may need to 
follow suit for competitive parity. Changes in the supply or demand of supply-
chain goods or services can also affect auditing.

• Changes in technology Enhancements in the technologies that support 
business processes may affect business or technical controls, which in turn 
may affect audit procedures for those controls.

• Changes in regulatory requirements Changes in technologies, markets, or 
security-related events can result in new or changed regulations. Maintaining 
compliance may require changes to the audit program. In the 20-year period 
preceding the publication of this book, many new information security–related 
regulations have been passed or updated, including the Gramm-Leach-Bliley 
Act, the Sarbanes-Oxley Act, the Health Insurance Portability and Accountability 
Act, as well as U.S. federal and state laws on privacy.
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All of the changes listed here usually translate into new business processes or chang-
es in existing business process. Often, this also involves changes to information systems 
and changes to the controls supporting systems and processes.

Changes in Audit Activities
These external factors may affect auditing in the following ways:

• New internal audits Business and regulatory changes sometimes compel 
organizations to audit more systems or processes. For instance, after passage 
of the Sarbanes-Oxley Act of 2002, U.S. publicly traded companies had to 
begin conducting internal audits of those IT systems that support financial 
business processes.

• New external audits New regulations or competitive pressures could 
introduce new external audits. For example, virtually all banks and many 
merchants had to begin undergoing external PCI audits when that standard 
was established.

• Increase in audit scope The scope of existing internal or external audits 
could increase to include more processes or systems.

• Impacts on business processes This could take the form of additional steps 
in processes or procedures, or additions/changes in recordkeeping or record 
retention.

Resource Planning
At least once per year, management needs to consider all of the internal and external 
factors that affect auditing to determine the resources required to support these activi-
ties. Primarily, resources will consist of budget for external audits and manpower for 
internal audits.

Figure 3-1 
Organization goals 
and objectives 
translate down into 
audit activities.
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Additional external audits usually require additional man-hours to meet with exter-

nal auditors; discuss scope; coordinate meetings with process owners and managers; 
discuss audits with process owners and managers; discuss audit findings with auditors, 
process owners, and managers; and organize remediation work.

Internal and external audits usually require information systems to track audit ac-
tivities and store evidence. Taking on additional audit activities may require additional 
capacity on these systems.

Additional internal audits require all of the previously mentioned factors, plus time 
for performing the internal audits themselves. All of these details are discussed in this 
chapter, and in the rest of this book.

Audit and Technology
ISACA auditing standards require that the auditor retain technical competence. With 
the continuation of technology and business process innovation, auditors need to con-
tinue learning about new technologies, how they support business processes, and how 
they are controlled. Like many professions, IS auditing requires continuing education 
to stay current with changes in technology.

Some of the ways that an IS auditor can update their knowledge and skills include:

• ISACA training and conferences As the developer of the CISA certification, 
ISACA offers many valuable training and conference events, including:

• Computer Audit, Control, and Security Conference (CACS)

• IT Governance, Risk, and Compliance Conference

• Information Security and Risk Management Conference

• ISACA Training Week

• University courses This can include both for-credit and noncredit classes on 
new technologies. Some universities offer certificate programs on many new 
technologies; this can give an auditor a real boost of knowledge, skills, and 
confidence.

• Voc-tech training Many organizations offer training in information 
technologies, including MIS Training Institute, SANS, Intense School, 
and ISACA.

• Training webinars These events are usually focused on a single topic and last 
from one to three hours. ISACA and many other organizations offer training 
webinars, which are especially convenient since they require no travel and 
many are offered at no cost.

• ISACA chapter training Many ISACA chapters offer regular training events 
so that local members can acquire new knowledge and skills where they live.

• Other security association training Many other security-related trade 
associations offer training, including ISSA (International Systems Security 
Association), SANS Institute (Systems administrations, Audit, Network, 
Security), and CSI (Computer Security Institute). Training sessions are 
offered online, in classrooms, and at conferences.

ch03.indd   82 9/15/2009   2:14:31 PM



Chapter 3: The Audit Process

83
• Security conferences Several security-related conferences include 

lectures and training. These conferences include RSA, SANS, CSI, ISSA, and 
SecureWorld Expo. Many local ISACA and ISSA chapters organize local 
conferences that include training.

NOTE NOTE CISA certification holders are required to undergo at least 40 hours 
of training per year in order to maintain their certification. Chapter 1 contains 
more information on this requirement.

Audit Laws and Regulations
Laws and regulations are one of the primary reasons why organizations perform inter-
nal and external audits. Regulations on industries generally translate into additional 
effort on target companies’ parts to track their compliance. This tracking takes on the 
form of internal auditing, and new regulations sometimes also require external audits. 
And while other factors such as competitive pressures can compel an organization to 
begin or increase auditing activities, this section discusses laws and regulations that 
require auditing.

Almost every industry sector is subject to laws and regulations that affect organiza-
tions’ use of information systems. These laws are concerned primarily with one or more 
of the following characteristics and uses of information and information systems:

• Security Some information in information systems is valuable and/or 
sensitive, such as financial and medical records. Many laws and regulations 
require such information to be protected so that it cannot be accessed 
by unauthorized parties and that information systems be free of defects, 
vulnerabilities, malware, and other threats.

• Integrity Some regulations are focused on the integrity of information 
to ensure that it is correct and that the systems it resides on are free of 
vulnerabilities and defects that could make or allow improper changes.

• Privacy Many information systems store information that is considered 
private. This includes financial records, medical records, and other 
information about people that they feel should be protected.

Automation Brings New Regulation
Automating business processes with information systems is still a relatively new 
phenomenon. Modern businesses have been around for the past two or three 
centuries, but information systems have been playing a major role in business 
process automation for only about the past 15 years. Prior to that time, most in-
formation systems supported business processes but only in an ancillary way. 
Automation of entire business processes is still relatively young, and so many 
organizations have messed up in such colossal ways that legislators and regula-
tors have responded with additional laws and regulations to make organizations 
more accountable for the security and integrity of their information systems.
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Computer Security and Privacy Regulations
This section contains several computer security and privacy laws in the United States, 
Canada, Europe, and elsewhere. The laws here fall into one or more of the following 
categories:

• Computer trespass Some of these laws bring the concept of trespass forward 
into the realm of computers and networks, making it illegal to enter a computer 
or network unless there is explicit authorization.

• Protection of sensitive information Many laws require that sensitive 
information be protected, and some include required public disclosures 
in the event of a breach of security.

• Collection and use of information Several laws define the boundaries 
regarding the collection and acceptable use of information, particularly private 
information.

• Law enforcement investigative powers Some laws clarify and expand the 
search and investigative powers of law enforcement.

The consequences of the failure to comply with these laws vary. Some laws have 
penalties written in as a part of the law; however, the absence of an explicit penalty 
doesn’t mean there aren’t any! Some of the results of failing to comply include:

• Loss of reputation Failure to comply with some laws can make front-
page news, with a resulting reduction in reputation and loss of business. For 
example, if an organization suffers a security breach and is forced to notify 
customers, word may spread quickly and be picked up by news media outlets, 
which will help spread the news further.

• Loss of competitive advantage An organization that has a reputation 
for sloppy security may begin to see its business diminish and move to its 
competitors. A record of noncompliance may also result in a failure to win 
new business contracts.

• Government sanctions Breaking many federal laws may result in sanctions 
from local, regional, or national governments, including losing the right to 
conduct business.

• Lawsuits Civil lawsuits from competitors, customers, suppliers, and 
government agencies may be the result of breaking some laws. Plaintiffs may 
file lawsuits against an organization even if there were other consequences.

• Fines Monetary consequences are frequently the result of breaking laws.

• Prosecution Many laws have criminalized behavior such as computer 
trespass, stealing information, or filing falsified reports to government agencies.

Knowledge of these consequences provides an incentive to organizations to devel-
op management strategies to comply with the laws that apply to their business activi-
ties. These strategies often result in the development of controls that define required 
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activities and events, plus analysis and internal audit to determine if the controls are 
effectively keeping the organization in compliance with those laws. While organiza-
tions often initially resist undertaking these additional activities, they usually accept 
them as a requirement for doing business and seek ways of making them more cost-ef-
ficient in the long term.

Determining Compliance with Regulations An organization should take a 
systematic approach to determine the applicability of regulations as well as the steps 
required to attain compliance and remain in this state.

Determination of applicability often requires the assistance of legal counsel who is 
an expert on government regulations, as well as experts in the organization who are 
familiar with the organization’s practices.

Next, the language in the law or regulation needs to be analyzed and a list of com-
pliant and noncompliant practices identified. These are then compared with the orga-
nization’s practices to determine which practices are compliant and which are not. 
Those practices that are not compliant need to be corrected; one or more accountable 
individuals need to be appointed to determine what is required to achieve and main-
tain compliance.

Another approach is to outline the required (or forbidden) practices specified in the 
law or regulation, and then “map” the organization’s relevant existing activities into the 
outline. Where gaps are found, processes or procedures will need to be developed to 
bring the organization into compliance.

PCI-DSS: The Non-Law that Could
The Payment Card Industry Data Security Standard (PCI-DSS) is a data security 
standard that was developed by a consortium of the major credit card brands: 
VISA, MasterCard, American Express, Discover, and JCB. The major brands have 
the contractual right to levy fines and impose sanctions such as the loss of the 
right to issue credit cards, process payments, or accept credit card payments. PCI-
DSS has gotten a lot of attention, and by many accounts it has been more effec-
tive than many state and federal laws. 

Regulations Not Always Clear
Sometimes, the effort to determine what’s needed to achieve compliance is sub-
stantial. For instance, when the Sarbanes-Oxley Act was signed into law, virtually 
no one knew exactly what companies had to do to achieve compliance. Guidance 
from the Public Company Accounting Oversight Board was not published for 
almost a year. It took another two years before audit firms and U.S. public com-
panies were familiar and comfortable with the necessary approach to achieve 
compliance with the Act.
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U.S. Regulations Selected security and privacy laws and standards in the United 
States include:

• Access Device Fraud, 1984

• Computer Fraud and Abuse Act of 1984

• Electronic Communications Act of 1986

• Electronic Communications Privacy Act (ECPA) of 1986

• Computer Security Act of 1987

• Computer Matching and Privacy Protection Act of 1988

• Communications Assistance for Law Enforcement Act (CALEA) of 1994

• Economic and Protection of Proprietary Information Act of 1996

• Health Insurance Portability and Accountability Act (HIPAA) of 1996

• Children’s Online Privacy Protection Act (COPPA) of 1998

• Identity Theft and Assumption Deterrence Act of 1998

• Gramm-Leach-Bliley Act (GLBA) of 1999

• Federal Energy Regulatory Commission (FERC)

• Provide Appropriate Tools Required to Intercept and Obstruct Terrorism 
(PATRIOT) Act of 2001

• Sarbanes-Oxley Act of 2002

• Federal Information Security Management Act (FISMA) of 2002

• Controlling the Assault of Non-Solicited Pornography and Marketing 
(CAN-SPAM) Act of 2003

• California privacy law SB1386 of 2003

• Identity Theft and Assumption Deterrence Act of 2003

• Basel II, 2004

• Payment Card Industry Data Security Standard (PCI-DSS), 2004

• North American Electric Reliability Corporation (NERC), 1968/2006

• Massachusetts security breach law, 2007

Canadian Regulations Selected security and privacy laws and standards in Can-
ada include:

• Interception of Communications, Section 184

• Unauthorized Use of Computer, Section 342.1

• Privacy Act, 1983

• Personal Information Protection and Electronic Documents Act (PIPEDA)

European Regulations Selected security and privacy laws and standards from 
Europe include:
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• Convention for the Protection of Individuals with Regard to Automatic 

Processing of Personal Data, 1981, Council of Europe

• Computer Misuse Act (CMA), 1990, UK

• Directive on the Protection of Personal Data (95/46/EC), 2003, European 
Union

• Data Protection Act (DPA) 1998, UK

• Regulation of Investigatory Powers Act 2000, UK

• Anti-Terrorism, Crime, and Security Act 2001, UK

• Privacy and Electronic Communications Regulations 2003, UK

• Fraud Act 2006, UK

• Police and Justice Act 2006, UK

Other Regulations Selected security and privacy laws and standards from the rest 
of the world include:

• Cybercrime Act, 2001, Australia

• Information Technology Act, 2000, India

ISACA Auditing Standards
The Information Systems Audit and Control Association (ISACA) has published a code 
of ethics, a set of IS auditing standards, audit guidelines to help understand the stan-
dards, and procedures that can be used when auditing information systems. These are 
discussed in this section.

ISACA Code of Professional Ethics
Like many professional associations, ISACA has published a code of professional eth-
ics. The purpose of the code is to define principles of professional behavior that are 
based on the support of standards, compliance with laws and standards, and the iden-
tification and defense of the truth.

Audit and IT professionals who earn the CISA certification are required to sign a 
statement that declares their support of the ISACA code of ethics. If someone who 
holds the CISA certification is found to be in violation of the code, he or she may be 
disciplined or lose his or her certification.

Members and ISACA Certification holders shall:

 1. Support the implementation of, and encourage compliance with, appropriate 
standards, procedures and controls for information systems.

 2. Perform their duties with due diligence and professional care, in accordance with 
professional standards and best practices.

 3. Serve in the interest of stakeholders in a lawful and honest manner, while 
maintaining high standards of conduct and character, and not engage in acts 
discreditable to the profession.
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 4. Maintain the privacy and confidentiality of information obtained in the course of 

their duties unless disclosure is required by legal authority. Such information shall 
not be used for personal benefit or released to inappropriate parties.

 5. Maintain competency in their respective fields and agree to undertake only those 
activities, which they can reasonably expect to complete with professional competence.

 6. Inform appropriate parties of the results of work performed; revealing all significant 
facts known to them.

 7. Support the professional education of stakeholders in enhancing their understanding 
of information systems security and control.

Failure to comply with this Code of Professional Ethics can result in an investigation into a 
member’s or certification holder’s conduct and, ultimately, in disciplinary measures.

NOTE NOTE The CISA candidate is not expected to memorize the ISACA code of 
ethics, but is required to understand and be familiar with it.

ISACA Audit Standards
The ISACA audit standards framework defines minimum standards of performance re-
lated to security, audits, and the actions that result from audits. This section lists the 
standards and discusses each.

The full text of these standards is available at www.isaca.org/standards.

S1, Audit Charter
Audit activities in an organization should be formally defined in an audit charter. This 
should include statements of scope, responsibility, and authority for conducting audits. 
Senior management should support the audit charter through direct signature or by 
linking the audit charter to corporate policy.

S2, Independence
Behavior of the IS auditor should be independent of the auditee. The IS auditor should 
take care to avoid even the appearance of impropriety.

The IS auditor’s placement in the command and control structure of the organiza-
tion should ensure that the IS auditor can act independently.

S3, Professional Ethics and Standards
The IS auditor should adhere to the ISACA Code of Professional Ethics as well as other 
applicable standards. The IS auditor should conduct himself with professionalism and 
due care.

S4, Professional Competence
The IS auditor should possess all of the necessary skills and knowledge that are related to 
the processes and technologies being audited. The auditor should receive periodic training 
and continuing education in the practices and technologies that are related to her work. 
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S5, Planning
The IS auditor should perform audit planning work to ensure that the scope and breadth 
of auditing is sufficient to meet the organization’s needs. She should develop and main-
tain documentation related to a risk-based audit process and audit procedures. The 
auditor should identify applicable laws and develop plans for any required audit ac-
tivities to ensure compliance.

S6, Performance of Audit Work
IS auditors should be supervised to ensure that their work supports established audit 
objectives and meets applicable audit standards. IS auditors should obtain and retain 
appropriate evidence; auditors’ findings should reflect analysis and the evidence ob-
tained. The process followed for each audit should be documented and made a part of 
the audit report.

S7, Reporting
The IS auditor should develop an audit report that documents the process followed, 
inquiries, observations, evidence, findings, conclusions, and recommendations from 
the audit. The audit report should follow an established format that includes a state-
ment of scope, period of coverage, recipient organization, controls or standards that 
were audited, and any limitations or qualifications. The report should contain suffi-
cient evidence to support the findings of the audit.

S8, Follow-up Activities
After the completion of an audit, the IS auditor should follow up at a later time to de-
termine if management has taken steps to make any recommended changes or apply 
remedies to any audit findings.

S9, Irregularities and Illegal Acts
IS auditors should have a healthy but balanced skepticism with regard to irregularities 
and illegal acts: The auditor should recognize that irregularities and/or illegal acts could 
be ongoing in one or more of the processes that he is auditing. He should recognize 
that management may or may not be aware of any irregularities or illegal acts.

The IS auditor should obtain written attestations from management that state man-
agement’s responsibilities for the proper operation of controls. Management should 
disclose to the auditor any knowledge of irregularities or illegal acts.

If the IS auditor encounters material irregularities or illegal acts, he should docu-
ment every conversation and retain all evidence of correspondence. The IS auditor 
should report any matter of material irregularities or illegal acts to management. If 
material findings or irregularities prevent the auditor from continuing the audit, the 
auditor should carefully weigh his options and consider withdrawing from the audit. 
The IS auditor should determine if he is required to report material findings to regula-
tors or other outside authorities. If the auditor is unable to report material findings to 
management, he should consider withdrawing from the audit engagement.
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S10, IT Governance
The IS auditor should determine if the IT organization supports the organization’s mis-
sion, goals, objectives, and strategies. This should include whether the organization 
had clear expectations of performance from the IT department.

The auditor should determine if the IT organization is compliant with all applicable 
policies, laws, regulations, and contractual obligations. She should use a risk-based ap-
proach when evaluating the IT organization.

The IS auditor should determine if the control environment used in the IT organi-
zation is effective and should identify risks that may adversely affect IT department 
operations.

S11, Use of Risk Assessment in Audit Planning
The IS auditor should use a risk-based approach when making decisions about which 
controls and activities should be audited and the level of effort expended in each audit. 
These decisions should be documented in detail to avoid any appearance of partiality.

A risk-based approach does not look only at security risks, but overall business risk. 
This will probably include operational risk and may include aspects of financial risk.

S12, Audit Materiality
The IS auditor should consider materiality when prioritizing audit activities and allo-
cating audit resources. During audit planning, the auditor should consider whether 
ineffective controls or an absence of controls could result in a significant deficiency or 
material weakness. 

In addition to auditing individual controls, the auditor should consider the effec-
tiveness of groups of controls and determine if a failure across a group of controls 
would constitute a significant deficiency or material weakness. For example, if an orga-
nization has several controls regarding the management and control of third-party ser-
vice organizations, failures in many of those controls could represent a significant 
deficiency or material weakness overall.

S13, Use the Work of Other Experts
An IS auditor should consider using the work of other auditors, when and where ap-
propriate. Whether an auditor can use the work of other auditors depends on several 
factors, including:

• The relevance of the other auditors’ work

• The qualifications and independence of the other auditors

• Whether the other auditors’ work is adequate (this will require an evaluation 
of at least some of the other auditors’ work)

• Whether the IS auditor should develop additional test procedures to 
supplement the work of another auditor(s)

If an IS auditor uses another auditor’s work, his report should document which por-
tion of the audit work was performed by the other auditor, as well as an evaluation of 
that work.
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S14, Audit Evidence
The IS auditor should gather sufficient evidence to develop reasonable conclusions 
about the effectiveness of controls and procedures. The sufficiency and integrity of au-
dit evidence should be evaluated, and this evaluation should be included in the audit 
report.

Audit evidence includes the procedures performed by the auditor during the audit, 
the results of those procedures, source documents and records, and corroborating in-
formation. Audit evidence also includes the audit report.

ISACA Audit Guidelines
ISACA audit guidelines contain information that helps the auditor understand how to 
apply ISACA audit standards. These guidelines are a series of articles that clarify the 
meaning of the audit standards. They cite specific ISACA IS audit standards and COBIT 
controls, and provide specific guidance on various audit activities. ISACA audit guide-
lines also provide insight into why each guideline was developed and published.

The full text of these guidelines is available at www.isaca.org/standards.

G1, Using the Work of Other Auditors
Written June 1998, updated March 2008. Clarifies Standard S13, Using the Work of Other 
Experts, and Standard S6, Performance of Audit Work.

Explores details regarding using the work of other auditors, including assessing 
their qualifications, independence, relevance, and the level of review required.

G2, Audit Evidence Requirement
Written December 1998, updated May 2008. Clarifies Standard S6, Performance of Audit 
Work, Standard S9, Irregularities and Illegal Acts, Standard S13, Using the Work of Other 
Experts, and Standard S14, Audit Evidence.

Provides additional details regarding types of evidence, how evidence can be repre-
sented, and selecting and gathering evidence.

G3, Use of Computer-Assisted Audit Techniques (CAATs)
Written December 1998, updated March 2008. Clarifies Standard S6, Performance of Audit 
Work, Standard S5, Planning, Standard S3, Professional Ethics and Standards, Standard S7, 
Reporting, and Standard S14, Audit Evidence.

Provides details on the use of CAATs, whose use is increasing. In some information 
systems, CAATs provide the majority of available evidence. This guideline provides di-
rection on the reliability of CAAT-based evidence, automated and customized test 
scripts, software tracing and mapping, expert systems, and continuous monitoring.

G4, Outsourcing of IS Activities to Other Organizations
Written September 1999, updated May 2008. Clarifies Standard S1, Audit Charter, Standard 
S5, Planning, and Standard S6, Performance of Audit Work.

Includes additional granularity for auditing outsourced IS activities, including ex-
amination of legal contracts and SLAs and service management.
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G5, Audit Charter
Written September 1999, updated February 2008. Clarifies Standard S1, Audit Charter.

Guidance provides additional weight on the need for an audit mandate and addi-
tional details on the contents of an audit charter, including purpose, responsibilities, 
authority, accountability, communication with auditees, and quality assurance. Also 
includes details on the contents of an engagement letter.

G6, Materiality Concepts for Auditing Information Systems
Written September 1999, updated May 2008. Clarifies Standard S5, Planning, Standard S10, IT 
Governance, Standard S12, Audit Materiality, and Standard S9, Irregularities and Illegal Acts.

While financial audits can easily focus on materiality, IS audits focus on other top-
ics such as access controls and change management. This guidance includes informa-
tion on how to determine materiality of audits of IS controls.

G7, Due Professional Care
Written September 1999, updated March 2008. Clarifies Standard S2, Independence, Stan-
dard S3, Professional Ethics and Standards, and Standard S4, Professional Competence.

This provides guidance to IS auditors for applying auditing standards and the ISACA 
Code of Professional Ethics on performance of duties with due diligence and profes-
sional care. This guidance helps the IS auditor better understand how to have good 
professional judgment in difficult situations.

G8, Audit Documentation
Written September 1999, updated March 2008. Clarifies Standard S5, Planning, Standard S6 
Performance of Audit Work, Standard S7 Reporting, Standard S12, Audit Materiality, and 
Standard S13, Using the Work of Other Experts.

This guideline provides considerably more detail on the specific documentation 
needs for an IS audit. This includes providing additional information regarding the 
auditor’s assessment methods and retention of audit documents.

G9, Audit Considerations for Irregularities and Illegal Acts
Written March 2000, updated September 2008. Clarifies Standard S3, Professional Ethics and 
Standards, Standard S5, Planning, Standard S6, Performance of Audit Work, Standard S7, 
Reporting, and Standard S9, Irregularities and Illegal Acts.

This guideline adds more color to ISACA audit standards for situations that the IS 
auditor may encounter, including nonfraudulent irregularities, fraud, and illegal acts. 
The guideline defines additional responsibilities of management and IS auditors when 
dealing with irregularities and illegal acts.

The guideline also describes the steps in a risk assessment that includes the identi-
fication of risks that are related to irregularities and illegal acts. Next, the guideline de-
tails the actions that an IS auditor should follow when encountering illegal acts, 
including internal and external reporting where required by law.

G10, Audit Sampling
Written March 2000, updated August 2008. Clarifies Standard S6, Performance of Audit Work.
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This provides guidance on objective, statistically sound sampling techniques, sam-

ple design and selection, and evaluation of the sample selection.

G11, Effect of Pervasive IS Controls
Written March 2000, updated August 2008. Clarifies Standard S6, Performance of Audit Work.

Pervasive controls are those general controls that focus on the management and 
monitoring of information systems. Examples of pervasive controls are:

• IS strategy

• Software development/acquisition life cycle

• Access management

• Security administration

• Capacity management

• Backup and recovery  

This guideline helps the auditor understand the pervasive controls that should be a 
part of every organization’s control framework. The IS auditor needs to determine the 
set of pervasive controls in her organization—they can be derived from the four COBIT 
domains: Plan and Organize (PO), Acquire and Implement (AI), Deliver and Support 
(DS), and Monitor and Evaluate (ME). It is no accident that these match up to the 
Deming Cycle process of Plan, Do, Check, Act.

G12, Organizational Relationship and Independence
Written September 2000, updated August 2008. Clarifies Standard S2, Independence, and 
Standard S3, Professional Ethics and Standards.

This guideline expands on the concept and practice of auditor independence so that 
the auditor can better understand how to apply audit standards and perform audits 
objectively and independently.

G13, Use of Risk Assessment in Audit Planning
Written September 2000, updated August 2008. Clarifies Standard S5, Planning, and Stan-
dard S6, Performance of Audit Work.

This guideline provides direction for the IS auditor to properly determine the risk 
associated with each control and related activity in the IS organization. Such guidance 
has been available for financial auditors, but was not readily available to IS auditors 
until publication of this guideline.

Rather than rely solely on judgment, IS auditors need to use a systematic and con-
sistent approach to establishing the level of risk. The chosen approach should be used 
as a key input in audit planning.

G14, Application Systems Review
Written November 2001, updated December 2008. Clarifies Standard S6, Performance of 
Audit Work.

This guideline provides additional information for IS auditors who are performing 
an application systems review. The purpose of such a review is to identify application 
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risks and evaluate an application’s controls to determine how effectively the applica-
tion supports the organization’s overall controls and objectives.

G15, Planning
Written March 2002. Clarifies Standard S5, Planning.

This guideline assists the IS auditor in the development of a plan for an audit proj-
ect by providing additional information found in ISACA audit standard S5. An audit 
plan needs to take several matters into consideration, including overall business re-
quirements, the objectives of the audit, and knowledge about the organization’s pro-
cesses and information systems. Levels of materiality should be established and a risk 
assessment performed, if necessary.

G16, Effect of Third Parties on an Organization’s IT Controls
Written March 2002, updated March 2009. Clarifies Standard S5, Planning, and Standard 
S6, Performance of Audit Work.

Third-party organizations can become a key component in one or more controls. In 
situations where an organization outsources key business applications, the third party’s 
controls for practical purposes supplement the organization’s own controls.

The IS auditor needs to understand how a third-party organization supports the 
organization’s business objectives. This may require a review of contracts, service level 
agreements, and other business documents that describe the services that the third-
party organization provides.

The auditor will need to review the third party’s controls through reviews of inde-
pendent audits of another third-party organization.  The IS auditor also needs to under-
stand the effects and the risks associated with the use of the third party, and be able to 
identify countermeasures or compensating controls that will minimize risk.

G17, Effect of Nonaudit Role on the IS Auditor’s Independence
Written July 2002, updated June 2009. Clarifies Standard S2, Independence, and Standard 
S3, Professional Ethics and Standards.

In many organizations, IS auditors are involved in many nonaudit activities, includ-
ing security strategy development, implementation of information technologies, soft-
ware design, development and integration, process development, and implementing 
security controls. These activities provide additional knowledge and experience, which 
help the IS auditor better understand how security and technology support the organi-
zation. However, some of these activities may adversely affect the IS auditor’s indepen-
dence and objectivity.

G18, IT Governance
Written July 2002. Clarifies Standard S6, Performance of Audit Work.

Organizations have created a critical dependency upon information technology to 
conduct business transactions. The role of IT systems is critical to an organization’s 
goals and objectives. This trend has made IT governance all the more critical to an or-
ganization’s success. IS auditors need to have a clear understanding of the role of IT 
governance when planning and carrying out an audit.
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G19, Irregularities and Illegal Acts
This guideline was replaced in September 2008 by Guideline G9, Audit Considerations for 
Irregularities and Illegal Acts. 

G20, Reporting
Written January 2003. Clarifies Standard S7, Reporting.

This guideline describes how an IS auditor should comply with ISACA auditing 
standards on the development of audit findings, audit opinion, and audit report.

G21, Enterprise Resource Planning (ERP) Systems Review
Written August 2003.

This guideline provides additional information for the IS auditor who is perform-
ing a review or audit of enterprise resource planning (ERP) applications and systems. 
The guideline describes ERP systems and business process reengineering (BPR), and 
provides considerable detail of audit procedures.

G22, Business-to-Consumer (B2C) E-commerce Review
Written August 2003, updated December 2008. Clarifies Standard S6, Performance of Au-
dit Work.

This guideline provides additional information for the IS auditor who may be per-
forming a review or audit of a business-to-consumer e-commerce application or sys-
tem. The guideline defines and describes e-commerce systems and describes several 
areas that should be the focus of an audit. The guideline includes a detailed audit plan 
and areas of possible risk.

G23, System Development Life Cycle (SDLC) Review
Written August 2003. Clarifies Standard S6, Performance of Audit Work.

This guideline provides IS auditors with additional information regarding audits of 
the process of defining, acquiring, and implementing applications. This process is com-
monly known as the systems development life cycle (SDLC).

G24, Internet Banking
Written August 2003. Clarifies Standard S2, Independence, Standard S4, Professional Com-
petence, Standard S5, Planning, and Standard S6, Performance of Audit Work.

This guideline provides IS auditors with detailed information regarding the review 
and audit of Internet banking applications. The guideline describes Internet banking 
and includes detailed audit procedures.

G25, Review of Virtual Private Networks
Written July 2004. Clarifies S6, Performance of Audit Work.

This guideline describes virtual private network (VPN) technology and architecture, 
and provides detailed audit procedures. The guideline includes a description of VPN-
related risks.
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G26, Business Process Reengineering (BPR) Project Reviews
Written July 2004. Clarifies S6, Performance of Audit Work. 

This guideline describes the process of business process reengineering (BPR) and 
the potentially profound effect it can have on organizational effectiveness. The guide-
line describes operational risks associated with BPR and includes audit guidelines for 
BPR projects and their impact on business processes, information systems, and corpo-
rate structures.

G27, Mobile Computing
Written September 2004. Clarifies Standard S1, Audit Charter, Standard S4, Professional 
Competence, Standard S5, Planning, and Standard S6, Performance of Audit Work.

This guideline describes the phenomenon of mobile computing in business opera-
tions, the technologies that support mobile computing, the risks associated with mo-
bile computing, and guidance on applying audit standards on mobile computing 
infrastructures.

G28, Computer Forensics
Written September 2004. Clarifies Standard S3, Professional Ethics and Standards, Stan-
dard S4, Professional Competence, Standard S5, Planning, and Standard S6, Performance 
of Audit Work.

Because of their expertise in security and controls, IS auditors are subject to being 
asked to assist with investigations of irregularities, fraud, and criminal acts. This guide-
line defines forensics terms and includes forensics procedures that should be followed 
in such proceedings.

G29, Post-implementation Review
Written January 2005. Clarifies Standard S6, Performance of Audit Work, and Standard S8, 
Follow-up Activities.

This guideline includes recommended practices for carrying out a post-imple-
mentation review of a new or updated information system. The purpose of a post-
implementation review is to measure the effectiveness of the new system.

G30, Competence
Written June 2005. Clarifies Standard S4, Professional Competence.

This guideline provides additional details on the need for an IS auditor to attain 
and maintain knowledge and skills that are relevant to IS auditing and information 
technologies in use.

G31, Privacy
Written June 2005. Clarifies Standard S1, Audit Charter, Standard S5, Planning, and Stan-
dard S6, Performance of Audit Work.

This guideline provides additional information about privacy so that the IS auditor 
can properly consider privacy requirements, concerns, and laws during IS audits. The 
guideline includes details on the approach for personal data protection.
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G32, Business Continuity Plan (BCP) Review from IT Perspective
Written September 2005. Clarifies Standard S6, Performance of Audit Work.

This guideline provides recommended practices for the review of business continu-
ity plans and testing of BCP controls. It includes a description of business continuity 
planning, disaster recovery planning (DRP), and business impact analysis (BIA).

G33, General Considerations on the Use of the Internet
Written March 2006. Clarifies Standard S4, Professional Competence, Standard S5, Plan-
ning, and Standard S6, Performance of Audit Work.

This guideline provides detailed information for the IS auditor regarding the use of 
the Internet in support of business information systems. It includes a description of 
risks and audit procedures for evaluating controls that include the use of Internet-based 
resources.

G34, Responsibility, Authority, and Accountability
Written March 2006. Clarifies Standard S1, Audit Charter.

This guideline updates the responsibility, authority, and accountability of IS audi-
tors in light of the advancements in technology and the pervasive use of information 
technology in support of critical business processes in the time since Standard S1 was 
originally written.

G35, Follow-up Activities
Written March 2006. Clarifies Standard S8, Follow-up Activities.

This guideline provides additional direction to IS auditors with regard to follow-up 
activities after an IS audit.

G36, Biometric Controls
Written February 2007.  Clarifies Standard S6, Performance of Audit Work, and Standard 
S10, IT Governance.

This guideline provides additional information about biometric technology, in-
cluding guidance on reviewing and auditing such technology.

G37, Configuration Management
Written November 2007. Clarifies Standard S6, Performance of Audit Work.

This guideline provides information about auditing configuration management 
tools and processes, and whether they are effective at making an organization’s IT 
environment more efficient and stable.

G38, Access Controls
Written February 2008. Clarifies Standard S1, Audit Charter, and Standard S3, Professional 
Ethics and Standards.

This guideline provides additional guidance on the audit of access controls and 
how they protect an organization’s assets from disclosure and abuse.
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G39, IT Organization
Written May 2008. Clarifies Standard S10, IT Governance.

This guideline provides additional information to the IS auditor regarding the audit 
and review of IT governance. It describes the common themes that exist among most IT 
organizations, as well as the typical differences between them. This information can 
assist an IS auditor by describing the common attributes of IT organizations.

G40, Review of Security Management Practices
Written December 2008. Clarifies Standard S1, Audit Charter, and Standard S3, Professional 
Ethics and Standards.

This guideline provides additional guidance to IS auditors who are reviewing and 
auditing an organization’s security management practices. Information is a key asset in 
many organizations, and the protection of that information is vital to the organiza-
tion’s survival. Security management provides the framework for that protection.

ISACA Audit Procedures
ISACA audit procedures contain information that helps the auditor understand how to 
audit different types of technologies and processes. While auditors are not required to 
follow these procedures, they provide insight into how technologies and processes can 
be audited effectively.

The full text of these procedures is available at www.isaca.org/standards.

P1, Risk Assessment
Written July 2002.

This procedure defines the IS audit risk assessment as a methodology used to opti-
mize the allocation of IS audit resources through an understanding of the organiza-
tion’s IS environment and the risks associated with each aspect or component in the 
environment. In other words, it is a method for identifying where the highest risks are 
so that IS auditors can concentrate their audit activities on those areas.

The procedure describes a detailed scoring-based methodology that can be used to 
objectively identify areas of highest risk. It includes several example risk assessments to 
illustrate the methodology in action. The examples include listings of risk factors, weight-
ing, and scoring to arrive at a total risk ranking for components in the environment.

P2, Digital Signature and Key Management
Written July 2002.

This procedure describes the evaluation of a certificate authority (CA) business 
function. It defines key terms and includes detailed checklists on the key characteristics 
of a CA that must be examined in an audit. The procedure considers business attributes, 
technology and its management, and whether the CA has had any prior audits. The 
areas examined are organizational management, certification and accreditation, tech-
nology architecture, and operations management. Each area includes a checklist of pro-
cedures to be completed by the auditor.
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P3, Intrusion Detection Systems (IDS) Review Procedure
Written August 2003.

This procedure describes the function of an intrusion detection system, its purpose, 
and benefits. Both host-based and network-based IDS systems are described in detail. 
The procedure includes a detailed list of attributes to examine during an audit.

P4, Viruses and Other Malicious Code
Written August 2003.

This is a detailed procedure for assessing an organization’s antivirus and anti-mal-
ware business and technical controls. Also included is a procedure for end users to fol-
low if they suspect a malware infection on their workstation.

P5, Control Risk Self-Assessment
Written August 2003.

This is a detailed control risk self-assessment (CRSA) procedure. This is a process 
that is used to identify risks and mitigate them through the implementation of con-
trols. While a CRSA is not a substitute for an external audit, it does help the organiza-
tion focus inward, identify risk areas, and develop solutions to reduce risk. This helps 
an organization take responsibility for identifying and mitigating areas of risk.

P6, Firewalls
Written August 2003.

This procedure includes a detailed description of the types of firewalls, how they 
function, and how they are configured. Also covered are detailed descriptions of net-
work address translation (NAT), virtual private networks (VPNs), and network architec-
ture that is related to firewalls. The procedure also includes detailed steps to audit a 
firewall, including its configuration and its operation.

P7, Irregularities and Illegal Acts
Written November 2003.

This audit procedure helps the IS auditor assess the likelihood that irregularities 
could occur in business processes. Irregularities could include errors, illegal acts, and 
fraud. This procedure contains a detailed list of analytical procedures and computer-as-
sisted audit procedures that can detect irregularities. It contains examples of irregulari-
ties and procedures for reporting irregularities, or conditions that could permit them.

P8, Security Assessment—Penetration Testing 
and Vulnerability Analysis
Written September 2004.

This procedure document contains detailed information for IS auditors and other 
security professionals who are responsible for performing penetration tests and vulnera-
bility analyses. The procedure includes detailed discussions and checklists for external 
penetration testing, internal penetration testing, tests of physical access controls, social 
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engineering, wireless network assessments, war dialing, manual and automated scans of 
web-based applications, and vulnerability assessments. The procedure also contains guid-
ance on report preparation.

P9, Evaluation of Management Controls over Encryption 
Methodologies
Written January 2005.

This procedure contains a thorough description of encryption technology, includ-
ing discussions of symmetric key cryptography, public key cryptography, and one-way 
hashing. The procedure includes risk assessment on the use of encryption, a discussion 
on the common uses and applications of encryption, laws and regulations on the use 
of encryption, and a detailed audit procedure.

P10, Business Application Change Control
Written October 2006.

This procedure describes and details the purpose and phases of the systems devel-
opment life cycle (SDLC) and includes detailed procedures for auditing change control 
procedures.

P11, Electronic Funds Transfer
Written May 2007.

This procedure describes the electronic funds transfer (EFT) system in detail and 
includes an EFT risk assessment and detailed audit procedures.

Relationship Between Standards, Guidelines, and Procedures
The ISACA audit standards, guidelines, and procedures have all been written to 
assist IS auditors with audit- and risk-related activities. They are related to each 
other in this way:

• Standards are statements that all IS auditors are expected to follow, and 
they can be considered a rule of law for auditors.

• Guidelines are statements that help IS auditors better understand how 
ISACA standards can be implemented.

• Procedures are examples of steps that can be followed when auditing 
specific business processes or technology systems.
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Risk Analysis
In the context of an audit, risk analysis is the activity that is used to determine the areas 
that warrant additional examination and analysis. 

In the absence of a risk analysis, an IS auditor is likely to follow his or her “gut in-
stinct” and apply additional scrutiny in areas where they feel risks are higher. Or, an IS 
auditor might give all areas of an audit equal weighting, putting equal resources into 
low-risk areas and high-risk areas. Either way, the result is that an IS auditor’s focus is 
not necessarily on the areas where risks really are higher.

Auditors’ Risk Analysis and the Corporate Risk 
Management Program
A risk analysis that is carried out by IS auditors is distinct and separate from risk analy-
sis that is performed as part of the IS risk management program. Often, these are car-
ried out by different personnel and for somewhat differing reasons. A comparison of IS 
auditor and IS management risk analysis is shown in Table 3-1.

In Table 3-1, I am not attempting to show a polarity of focus and results, but instead 
a tendency for focus based on the differing missions and objectives for IS audit and IS 
management.

Evaluating Business Processes
The first phase of a risk analysis is an evaluation of business processes. The purpose of 
evaluating business processes is to determine the purpose and importance of business 
activities. While a risk analysis may focus on technology, remember that technology 
exists to support business processes, not the other way around.

Activity IS Audit Focus Tendency IS Management Focus 
Tendency

Perspective Objective Subjective

Focus of risk 
assessment

All areas of potential risk Existing controls

Identify a high risk in 
an existing control

Additional audit scrutiny on 
the control during the audit

Continue operating control

Identify a high risk; no 
existing control

Additional audit scrutiny on 
the activity as though control 
exists; recommend creation 
of control

Create and operate control

Table 3-1 Comparison of IS Audit and IS Management Risk Analysis
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When a risk analysis starts with a focus on business processes, it is possible to con-

sider the entire process and not just the technology that supports it. When examining 
business processes, it is important to obtain all available business process documenta-
tion, including:

• Charter or mission statement Often, an organization will develop and 
publish a high-level document that describes the process in its most basic 
terms. This usually includes the reason that the process exists and how it 
contributes to the organization’s overall goals and objectives.

• Process architecture A complex process may have several procedures, 
flows of information (whether in electronic form or otherwise), internal and 
external parties that perform functions, assets that support the process, and 
the locations and nature of records. In a strictly IT-centric perspective, this 
would be a data flow diagram or an entity-relationship diagram, but starting 
with either of those would be too narrow a focus. Instead, it is necessary 
to look at the entire process, with the widest view of its functions and 
connections with other processes and parties.

• Procedures Looking closer at the process will reveal individual procedures—
documents that describe the individual steps taken to perform activities that 
are part of the overall process. Procedure documents usually describe who (if 
not by name, then by title or department) performs what functions with what 
tools or systems. Procedures will cite business records that might be faxes, 
reports, databases, phone records, application transactions, and so on.

• Records Business records contain the events that take place within a 
business process. Records will take many forms, including faxes, computer 
reports, electronic worksheets, database transactions, receipts, canceled checks, 
and e-mail messages.

• Information system support When processes are supported by information 
systems, it is necessary to examine all available documents that describe 
information systems that support business processes. Examples of documentation 
are architecture diagrams, requirements documents (which were used to build, 
acquire, or configure the system), computer-run procedures, network diagrams, 
database schemas, and so on.

Once the IS auditor has obtained business documents and records, she can begin to 
identify and understand any risk areas that may exist in the process.

Identifying Business Risks
The process of identifying business risks is partly analytical and partly based on the 
auditor’s experience and judgment. An auditor will usually consider both within the 
single activity of risk identification.

An auditor will usually perform a threat analysis to identify and catalog risks. A 
threat analysis is an activity whereby the auditor considers a large body of possible 
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threats and selects those that have some reasonable possibility of occurrence, however 
small. In a threat analysis, the auditor will consider each threat and document a num-
ber of facts about each, including:

• Probability of occurrence This may be expressed in qualitative (high, 
medium, low) or quantitative (percentage or number of times per year, for 
example) terms. The probability should be as realistic as possible, recognizing 
the fact that actuarial data on business risk is difficult to obtain and more 
difficult to interpret. Here, an auditor’s judgment is required to establish a 
reasonable probability.

• Impact This is a short description of the results if the threat is actually 
realized. This is usually a short description, from a few words to a couple 
of sentences.

• Loss This is usually a quantified and estimated loss should the threat 
actually occur. This figure might be a loss of revenue per day (or week or 
month) or the replacement cost for an asset, for example.

• Possible mitigating controls This is a list of one or more countermeasures 
that can reduce the probability or the impact of a threat, or both.

• Countermeasure cost and effort The cost and effort to implement each 
countermeasure should be identified, either with a high-medium-low 
qualitative figure or a quantitative estimate.

• Updated probability of occurrence With each mitigating control, a new 
probability of occurrence should be cited. A different probability, one for each 
mitigating control, should be specified.

• Updated impact With each mitigating control, a new impact of occurrence 
should be described. For certain threats and countermeasures, the impact may 
be the same, but for some threats, it may be different. For example, for a threat 
of fire, a mitigating control may be an inert gas fire suppression system. The 
new impact (probably just downtime and cleanup) will be much different 
from the original impact (probably water damage from a sprinkler system).

The auditor will put all of this information into a chart (or electronic spreadsheet) 
to permit further analysis and the establishment of conclusions—primarily, which 
threats are the most likely to occur and which ones have the greatest potential impact 
on the organization.

NOTE NOTE The risk analysis method described here is no different from the risk 
analysis that takes place during the business impact assessment phase in a 
disaster recovery project, covered in Chapter 7.
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NOTE NOTE The establishment of a list of threats, along with their probability of 
occurrence and impact, depends heavily on the experience of the IS auditor 
and the resources available to him.

Risk Mitigation
The actual mitigation of risks identified in the risk assessment is the implementation of 
one or more of the countermeasures found in the risk assessment. In simple terms, 
mitigation could be as easy as a small adjustment in a process or procedure, or a major 
project to introduce new controls in the form of system upgrades, new components, or 
new procedures.

When the IS auditor is conducting a risk analysis prior to an audit, risk mitigation 
may take the form of additional audit scrutiny on certain activities during the audit. An 
area that the auditor identified as high risk could end up performing well, while other 
lower-risk areas could actually be the cause of control failures.

Additional audit scrutiny could take several forms, including:

• More time spent in inquiry and observation

• More personnel interviews

• Higher sampling rates

• Additional tests

• Reperformance of some control activities to confirm accuracy or completeness

• Corroboration interviews

Countermeasures Assessment
Depending upon the severity of the risk, mitigation could also take the form of addi-
tional (or improved) controls, even prior to (or despite the results of) the audit itself. 
The new or changed control may be major or minor, and the time and effort required 
to implement it could range from almost trivial to a major project.

The cost and effort required to implement a new control (or whatever the counter-
measure is that is designed to reduce the probability or impact of a threat) should be 
determined before it is implemented. It probably does not make sense to spend $10,000 
to protect an asset worth $100.

NOTE NOTE The effort required to implement a control countermeasure should 
be commensurate with the level of risk reduction expected from the 
countermeasure. A quantified risk analysis may be needed if the cost and 
effort seem high, especially when compared to the value of the asset being 
protected.

Monitoring
After countermeasures are implemented, the IS auditor will need to reassess the con-
trols through additional testing. If the control includes any self-monitoring or measur-
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ing, the IS auditor should examine those records to see if there is any visible effect of 
the countermeasures.

The auditor may need to reperform audit activities to determine the effectiveness of 
countermeasures. For example, additional samples selected after the countermeasure is 
implemented can be examined and the rate of exceptions compared to periods prior to 
the countermeasure’s implementation.

Internal Controls
The policies, procedures, mechanisms, systems, and other measures designed to reduce 
risk are known as internal controls. An organization develops controls to ensure that its 
business objectives will be met, risks will be reduced, and errors will be prevented or 
corrected.

Controls are used in two primary ways in an organization: They are created to 
achieve desired events, and they are created to avoid unwanted events.

Control Classification
Several types, classes, and categories of controls are discussed in this section. Figure 3-2 
depicts this control classification.

Types of Controls
The three types of controls are physical, technical, and administrative. 

• Physical These types of controls exist in the tangible, physical world. 
Examples of physical controls are video surveillance, bollards, and fences.

• Technical These controls are implemented in the form of information 
systems and are usually intangible. Examples of technical controls include 
encryption, computer access controls, and audit logs.

• Administrative These controls are the policies and procedures that require 
or forbid certain activities. An example administrative control is a policy that 
forbids personal use of information systems.

Figure 3-2 
Control classification 
shows types, classes, 
and categories of 
controls

ch03.indd   105 9/15/2009   2:14:37 PM



CISA Certified Information Systems Auditor All-in-One Exam Guide

106

Classes of Controls
There are six classes of controls.

• Preventive This type of control is used to prevent an unwanted event. 
Examples of preventive controls are computer login screens (which prevent 
unauthorized persons from accessing information), keycard systems (which 
prevent unauthorized persons from entering a building or workspace), and 
encryption (which prevent persons lacking an encryption key from reading 
encrypted data).

• Detective This type of control is used to record both wanted and unwanted 
events. A detective control cannot enforce an activity (whether it is desired 
or undesired), but instead it can only make sure that it is known that the 
event occurred. Examples of detective controls include video surveillance 
and audit logs.

• Deterrent This type of control exists in order to convince someone that they 
should not perform some unwanted activity. Examples of deterrent controls 
include guard dogs, warning signs, and visible video surveillance cameras and 
monitors.

NOTE NOTE Auditors and security professionals usually prefer preventive controls 
over detective controls because they actually block unwanted events and 
prefer detective controls to deterrent controls because detective controls 
record events while deterrent controls do not. However, there are often 
circumstances where cost, resource, or technical limitations force an 
organization to accept a detective control when it would prefer a preventive 
one. For example, there is no practical way to build a control that would 
prevent criminals from entering a bank, but a detective control (security 
cameras) would record anything they did.

• Corrective This type of control occurs after some unwanted event has 
occurred. An example corrective control is the act of improving a process 
when it was found to be defective.

• Compensating This type of control is enacted because some other direct 
control cannot be used. For example, a video surveillance system can be a 
compensating control when it is implemented to compensate for the lack 
of a stronger detective control, such as a keycard access system.

• Recovery This type of control is used to restore the state of a system or asset 
to its pre-incident state. An example recovery control is the use of a tool to 
remove a virus from a computer.
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NOTE NOTE Many controls can be classified in more than one class. For example, 
a video surveillance camera can be thought of as both a detective control 
(because it is part of a system that records events) and a deterrent control 
(because its visibility is designed to discourage persons from committing 
unwanted acts). Also, an audit log can be thought of as both a detective and a 
compensating control—detective because it records events and compensating 
because it may compensate for a lack of a stronger, preventive control, such as 
a user IDs and password access control.

Categories of Controls
There are two categories of controls.

• Automatic This type of control performs its function with little or no human 
judgment or decision making. Examples of automatic controls include a login 
page on an application that cannot be circumvented and a security door that 
automatically locks after someone walks through the doorway.

• Manual This type of control requires a human to operate it. A manual 
control may be subject to a higher rate of errors than an automatic control. 
An example of a manual control is a monthly review of computer users.

NOTE NOTE IS auditors and security professionals often prefer automatic controls 
to manual ones, as they are typically less prone to error. However, there are 
often circumstances where an organization must settle for a manual control 
because of cost or other factor.

Internal Control Objectives
Internal control objectives are statements of desired states or outcomes from business 
operations. Example control objectives include:

• Protection of IT assets

• Accuracy of transactions

• Confidentiality and privacy

• Availability of IT systems

• Controlled changes to IT systems

• Compliance with corporate policies

Control objectives are the foundation for controls. For each control objective, there 
will be one or more controls that exist to ensure the realization of the control objective. 
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For example, the “Availability of IT Systems” control objective will be met with several 
controls. including:

• IT systems will be continuously monitored, and any interruptions in 
availability will result in alerts sent to appropriate personnel

• IT systems will have resource-measuring capabilities.

• IT management will review capacity reports monthly and adjust resources 
accordingly.

• IT systems will have anti-malware controls that are monitored by 
appropriate staff.

Together, these four (or more) controls contribute to the overall control objective 
on IT system availability. Similarly, the other control objectives will have one or more 
controls that will ensure their realization.

NOTE NOTE CISA candidates are not required to memorize COBIT or other 
frameworks, but familiarity with them will help the CISA candidate to better 
understand how they contribute to effective IT governance and control.

IS Control Objectives
IS control objectives resemble ordinary control objectives but are set in the context of 
information systems. Examples of IS control objectives include:

• Protection of information from unauthorized personnel

• Protection of information from unauthorized modification

• Integrity of operating systems

• Controlled and managed changes to information systems

• Controlled and managed development of application software

The COBIT Controls Framework
To ensure that IT is aligned with business objectives, the COBIT (Control Objec-
tives for Information and related Technology) controls framework of four domains 
and 34 processes is an industry-wide standard. The four domains are Plan and Or-
ganize, Acquire and Implement, Deliver and Support, and Monitor and Evaluate. 

COBIT contains more than 200 detailed control objectives to support these 
domains and processes.

Established in 1996 by ISACA and the IT Governance Institute, COBIT is the 
result of industry-wide consensus by managers, auditors, and IT users. Today, 
COBIT is accepted as a best-practices IT process and control framework.
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An organization will probably have several additional IS control objectives on oth-

er basic topics such as malware, availability, and resource management.
Like ordinary control objectives, IS control objectives will be supported by one or 

more controls.

General Computing Controls
An IS organization supporting many applications and services will generally have some 
controls that are specific to each individual application. However, IS will also have a set 
of controls that apply across all applications and services. These are usually called its 
general computing controls, or GCCs.

An organization’s GCCs are general in nature and are often implemented in differ-
ent ways on different information systems, based upon their individual capabilities and 
limitations. Examples of GCCs include:

• Applications require unique user IDs and strong passwords.

• Passwords are encrypted while stored and transmitted, and are not displayed.

• Highly sensitive information, such as bank account numbers, is encrypted 
when stored and transmitted.

• All administrative actions are logged, and logs are protected from tampering.

Readers who are familiar with information systems technology will quickly realize 
that these GCCs will be implemented differently across different types of information 
systems. Specific capabilities and limitations, for example, will result in somewhat dif-
ferent capabilities for password complexity and data encryption. Unless an organiza-
tion is using really old information systems, the four GCCs shown here can probably 
be implemented everywhere in the IS environment. How they are implemented is the 
subject of the next section.

IS Controls
The GCCs discussed in the previous section are implemented across a variety of infor-
mation technologies. Each general computing control is mapped to a specific IS control 
on each system type, where it is implemented. In other words, IS controls describe the 
implementation details for GCCs.

For example, a GCC for password management can be implemented through sev-
eral IS controls—one for each type of technology platform in use in the organization: 
one for Windows servers, one for Linux servers, and one for each application that 
performs its own access management. Those specific IS controls would describe im-
plementation details that reflect the capabilities and limitations of each respective 
platform.
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Performing an Audit
An audit is a systematic and repeatable process whereby a competent and independent 
professional evaluates one or more controls, interviews personnel, obtains and ana-
lyzes evidence, and develops a written opinion on the effectiveness of the controls.

An IS audit, then, is an audit of information systems and the processes that support 
them. An IS auditor interviews personnel, gathers and analyzes evidence, and delivers a 
written opinion on the effectiveness of controls implemented in information systems.

An auditor cannot just begin an audit. Formal planning is required that includes:

• Purpose The IS auditor and the auditee must establish a reason why an 
audit is to be performed. The purpose for a particular audit could be to 
determine the level of compliance to a particular law, regulation, standard, 
or contract. Another reason could be to determine whether specific control 
deficiencies identified in past audits have been remediated. Still another 
reason is to determine the level of compliance to a new law or standard that 
the organization may be subject to in the future.

• Scope The auditor and the auditee must also establish the scope of the 
audit. Often, the audit’s purpose will make the scope evident, but not always. 
Scope may be multidimensional: It could be a given period, meaning records 
spanning a start date and end date may comprise the body of evidence, 
geography (systems in a particular region or locale), technology (systems 
using a specific operating system, database, application, or other aspect), 
business process (systems that support specific processes such as accounting, 
order entry, or customer support), or segment of the organization.

• Risk analysis To know which areas require the greatest amount of attention, 
the IS auditor needs to be familiar with the levels of risk associated with the 
domain being audited. Two different perspectives of risk may be needed: First, 
the IS auditor needs to know the relative levels of risk among the different 
aspects of the domain being audited so that audit resources can be allocated 
accordingly. For example, if the audit is on an ERP system and the auditor 
knows that the accounts receivable function has been problematic in the past, 
the IS auditor will probably want to devote more resources and time on the 
accounts receivable function than on others. Second, the IS auditor needs to 
know about the absolute level of risk across the entire domain being audited. 
For example, if this is an audit to determine compliance to new legislation, 
the overall risk could be very high if the consequences of noncompliance are 
high. Both aspects of risk enable the IS auditor to plan accordingly.

• Audit procedures The purpose and scope of the audit may help to define the 
procedures that will be required to perform the audit. For a compliance audit, for 
example, there may be specific rules on sample sizes and sampling techniques, 
or it may require the auditors with specific qualifications to perform the audit. A 
compliance audit may also specify criteria for determining if a particular finding 
constitutes a deficiency or not. There may also be rules for materiality.
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• Resources The IS auditor must determine what resources are needed and 

available for the audit. In an external audit, the auditee (which is a client 
organization) may have a maximum budget figure available. For an external 
or internal audit, the IS auditor needs to determine the number of man-hours 
that will be required in the audit and the various skills required. Other resources 
that may be needed include specialized tools to gather or analyze information 
obtained from information systems—for example, an analysis program to 
process the roles and permissions in a database management system in order 
to identify high-risk areas. To a great degree, the purpose and scope of the 
audit will determine which resources are required to complete it.

• Schedule The IS auditor needs to develop an audit schedule that will 
give enough time for interviews, data collection and analysis, and report 
generation. However, the schedule could also come in the form of a 
constraint, meaning the audit must be complete by a certain date. If the IS 
auditor is given a deadline, he will need to see how the audit activities can be 
made to fit within that period. If the date is too aggressive, the IS auditor will 
need to discuss the matter with the auditee to make required adjustments in 
scope, resources, or schedule.

Appendix A is devoted to a pragmatic approach to conducting audits.

Audit Objectives
The term audit objectives refers to the specific goals for an audit. Generally, the objective 
of an audit is to determine if controls exist and are effective in some specific aspect of 
business operations in an organization.

Depending on the subject and nature of the audit, the auditor may examine the 
controls and related evidence herself, or the auditor may instead focus on the business 
content that is processed by the controls. In other words, if the focus of an audit is an 
organization’s accounting system, the auditor may focus on financial transactions in 
the system to see how they affect financial bookkeeping. Or, the auditor could focus on 
the IS processes that support the operation of the financial accounting system. Formal 
audit objectives should make such a distinction so that the auditor has a sound under-
standing of the objectives.

Types of Audits
The scope, purpose, and objectives of an audit will determine the type of audit that will 
be performed. IS auditors need to understand each type of audit, including the proce-
dures that are used for each. 

• Operational audit This type of audit is an examination of IS controls, 
security controls, or business controls to determine control existence and 
effectiveness. The focus of an operational audit is usually the operation of 
one or more controls, and it could concentrate on the IS management of a 
business process or on the business process itself. The scope of an operational 
audit is shaped to meet audit objectives.
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• Financial audit This type of audit is an examination of the organization’s 

accounting system, including accounting department processes and 
procedures. The objective of a financial audit is to determine if business 
controls are sufficient to ensure the integrity of financial statements.

• Integrated audit This type of audit combines an operational audit and a 
financial audit in order for the auditor to gain a complete understanding 
of the entire environment’s integrity. Such an audit will closely examine 
accounting department processes, procedures, and records, as well as the 
IS applications that support the accounting department. Virtually every 
organization uses a computerized accounting system for management of 
its financial records; the computerized accounting system and all of the 
supporting infrastructure (database management system, operating system, 
networks, workstations, and so on) will be examined to see if the 
IS department has the entire environment under adequate control.

• IS audit This type of audit is a detailed examination of most or all of an IS 
department’s operations. An IS audit looks at IT governance to determine if 
IS is aligned with overall organization goals and objectives. The audit also 
looks closely at all of the major IS processes, including service delivery, change 
and configuration management, security management, systems development 
life cycle, business relationship and supplier management, and incident and 
problem management. This audit will determine if each control objective and 
control is effective and operating properly.

• Administrative audit This type of audit is an examination of operational 
efficiency within some segment of the organization.

• Compliance audit This type of audit is performed to determine the level 
and degree of compliance to a law, regulation, standard, or internal control. 
If a particular law or standard requires an external audit, the compliance 
audit may have to be performed by approved or licensed external auditors; 
for example, a U.S. public company financial audit must be performed by 
a public accounting firm, and a PCI audit must be performed by a licensed 
QSA (qualified security assessor). If, however, the law or standard does not 
explicitly require audits, the organization may still wish to perform one-time 
or regular audits to determine the level of compliance to the law or standard. 
This type of audit may be performed by internal or external auditors, and 
typically is performed so that management has a better understanding of the 
level of compliance risk.

• Forensic audit This type of audit is usually performed by an IS auditor or 
a forensic specialist in support of an anticipated or active legal proceeding. 
In order to withstand cross-examination and to avoid having evidence being 
ruled inadmissible, strict procedures must be followed in a forensic audit, 
including the preservation of evidence and a chain of custody of evidence.

• Service provider audit Because many organizations outsource critical 
activities to third parties, often these third-party service organizations will 
undergo one or more external audits in order to increase customer confidence 
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in the integrity of the third-party organization’s services. In the United States, 
a Statement of Accounting Standards No. 70 (abbreviated SAS70) audit can be 
performed on a service provider’s operations, and the audit report transmitted 
to customers of the service provider. The SAS70 standard was developed by the 
American Institute of Certified Public Accountants (AICPA) for the purpose of 
auditing third-party service organizations that perform financial services on 
behalf of their customers.

• Pre-audit While not technically an audit, a pre-audit is an examination of 
business processes, IS systems, and business records in anticipation of an 
upcoming external audit. Usually, an organization will undergo a pre-audit 
in order to get a better idea of its compliance to a law, regulation, or standard 
prior to an actual compliance audit. An organization can use the results of a 
pre-audit to implement corrective measures, thereby improving the outcome 
of the real audit.

Compliance vs. Substantive Testing
It is important for IS auditors to understand the distinction between compliance testing 
and substantive testing. These two types of testing are defined here.

• Compliance testing This type of testing is used to determine if control 
procedures have been properly designed and implemented, and that they 
are operating properly. For example, an IS auditor might examine business 
processes, such as the systems development life cycle, change management, 
or configuration management, to determine if information systems 
environments are properly managed.

• Substantive testing This type of testing is used to determine the accuracy 
and integrity of transactions that flow through processes and information 
systems. For instance, an IS auditor may create test transactions and trace 
them through the environment, examining them at each stage until their 
completion. 

IS audits sometimes involve both compliance testing and substantive testing.  The 
audit objectives that are established will determine if compliance testing, substantive 
testing, or both will be required.

Audit Methodology
An audit methodology is the set of audit procedures that are used to accomplish a set of 
audit objectives. An organization that regularly performs audits should develop formal 
methodologies so that those audits are performed consistently, even when carried out 
by different personnel.

The phases of a typical audit methodology are described in the remainder of this 
section.

Audit Subject
Determine the business process, information system, or other domain to be audited.
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Audit Objective
Identify the purpose of the audit. For example, this may be an audit that is required by 
a law, regulation, standard, or business contract. Or this may be an audit to determine 
compliance with internal control objectives to measure control effectiveness.

Type of Audit
Identify the type of audit that is to be performed. This may be an operational audit, fi-
nancial audit, integrated audit, administrative audit, compliance audit, forensic audit, 
or a security provider audit.

Audit Scope
The business process, department, or application that is the subject of the audit needs 
to be identified. Usually, a span of time needs to be identified as well so that activities 
or transactions during that period can be examined.

Pre-Audit Planning
Here, the auditor needs to obtain information about the audit that will enable her to 
establish the audit plan. Information needed includes:

• Location(s) that need to be visited

• A list of the applications to be examined

• The technologies supporting each application

• Policies, standards, and diagrams that describe the environment

This and other information will enable the IS auditor to determine the skills re-
quired to examine and evaluate processes and information systems. The IS auditor will 
be able to establish an audit schedule and will have a good idea of the types of evidence 
that are needed. The IS audit may be able to make advance requests for certain other 
types of evidence even before the on-site phase of the audit begins.

Audit Statement of Work
For an external audit, the IS auditor may need to develop a statement of work or engage-
ment letter that describes the audit purpose, scope, duration, and costs. The auditor may 
require a written approval from the client before audit work can officially begin.

Establish Audit Procedures
Using information obtained regarding audit objectives and scope, the IS auditor can 
now develop procedures for this audit. For each objective and control to be tested, the 
IS auditor can specify:

• A list of people to interview

• Inquiries to make during each interview

• Documentation (policies, procedures, and other documents) to request during 
each interview

• Audit tools to use
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• Sampling rates and methodologies

• How and where evidence will be archived

• How evidence will be evaluated

Communication Plan
The IS auditor will develop a communication plan in order to keep the IS auditor’s 
management, as well as the auditee’s management, informed throughout the audit 
project. The communication plan may contain one or more of the following:

• A list of evidence requested, usually in the form of a PBC (provided by client) 
list, which is typically a worksheet that lists specific documents or records and 
the names of personnel who can provide them (or who provided them in a 
prior audit).

• Regular written status reports that include activities performed since the 
last status report, upcoming activities, and any significant findings that may 
require immediate attention.

• Regular status meetings where audit progress, issues, and other matters may be 
discussed in person or via conference call.

• Contact information for both IS auditor and auditee so that both parties can 
contact each other quickly if needed.

Report Preparation
The IS auditor needs to develop a plan that describes how the audit report will be pre-
pared. This will include the format and the content of the report, as well as the manner 
in which findings will be established and documented.

The IS auditor will need to make sure that the audit report complies with all appli-
cable audit standards, including ISACA IS audit standards.

If the audit report requires internal review, the IS auditor will need to identify the 
parties that will perform the review, and make sure that they will be available at the 
time when the IS auditor expects to complete the final draft of the audit report.

Wrap-up
The IS auditor needs to perform a number of tasks at the conclusion of the audit, in-
cluding the following:

• Deliver the report to the auditee.

• Schedule a closing meeting so that the results of the audit can be discussed 
with the auditee and so that the IS auditor can collect feedback.

• For external audits, send an invoice to the auditee.

• Collect and archive all work papers.

• Update PBC documents if the IS auditor anticipates that the audit will be 
performed again in the future.

• Collect feedback from the auditee and convey to any audit staff as needed.
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Post-audit Follow-up
After a given period (which could range from days to months), the IS auditor should 
contact the auditee to determine what progress the auditee has made on the remedia-
tion of any audit findings. There are several good reasons for doing this:

• It establishes a tone of concern for the auditee organization and an interest 
that the auditee is taking the audit process seriously.

• It helps to establish a dialogue whereby the auditor can help auditee 
management work through any needed process or technology changes as a 
result of the audit.

• It helps the auditor better understand management’s commitment to the audit 
process and to continuous improvement.

• For an external auditor, it improves goodwill and the prospect for repeat 
business.

NOTE NOTE An audit methodology is a process. Like any process, it should be 
documented end-to-end and process documents reviewed from time to time.

Audit Evidence
Evidence is the information collected by the auditor during the course of the audit 
project. The contents and reliability of the evidence obtained is used by the IS auditor 
to reach conclusions on the effectiveness of controls and control objectives. The IS au-
ditor needs to understand how to evaluate various types of evidence and how (and if) 
it can be used to support audit findings.

The auditor will collect many kinds of evidence during an audit, including:

• Observations

• Written notes

• Correspondence

• Internal process and procedure documentation

• Business records

When the IS auditor examines evidence, he needs to consider several characteristics 
about the evidence, which will contribute to its weight and reliability. These character-
istics include the following:

• Independence of the evidence provider The IS auditor needs to determine 
the independence of the party providing evidence. She will place more weight 
on evidence provided by an independent party than upon evidence provided 
by the party being audited. For instance, phone and banking records obtained 
directly from those respective organizations will be given more credence than 
an organization’s own records (unless original statements are also provided).
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• Qualifications of the evidence provider The IS auditor needs to take 

into account the qualifications of the person providing evidence. This is 
particularly true when evidence is in the form of highly technical information, 
such as source code or database extracts. The quality of the evidence will 
rest partly upon the evidence provider’s ability to explain the source of the 
evidence and how it was produced. Similarly, the qualifications of the auditor 
comes into play, as he will similarly need to be able to thoroughly understand 
the nature of the evidence and be familiar enough with the technology to be 
able to determine its veracity.

• Objectivity Objective evidence may be considerably more reliable than 
subjective evidence. An audit log, for instance, is quite objective, whereas 
an auditee’s or auditor’s opinion of the audit log is less objective.

• Timing The IS auditor needs to understand the availability of evidence 
in the systems being audited. Certain log files, extract files, debug files, and 
temporary files that may be of value during the examination of the system 
may be available only for short periods before they are recycled or removed. 
Often, intermediate files are not backed up or retained for long periods. 
When an IS auditor is tracing transactions through a system during substantive 
testing, she will need to understand early on what files or intermediate 
data should be retrieved so that she can later analyze the data after those 
intermediate files have been cycled out.

NOTE NOTE The IS auditor needs to gain a thorough understanding of the 
sufficiency of evidence gathered using ISACA audit standards S6, Performance 
of Audit Work, and S14, Audit Evidence.

Gathering Evidence 
The IS auditor must understand and be experienced in the methods and techniques 
used to gather evidence during an audit. The methods and techniques used most often 
in audits include:

• Organization chart review The IS auditor should request a current “org 
chart,” as well as the job descriptions of key personnel. This will help the 
auditor to understand management, control, and reporting structures within 
the organization.

• Review of department and project charters These documents describe the 
roles and responsibilities of the IS organization overall, as well as specific 
departments within IS. The charters for any recent major projects should be 
requested as well in order to understand newer objectives that could represent 
adjustments in organizational behavior. If the audit is going to focus on 
applications used by other departments, the auditor should request those 
departments’ charters and descriptions, which will help him better understand 
those departments’ functions, roles, and responsibilities.
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• Review of third-party contracts and service level agreements (SLAs)  Even 

if they are not a focus of the audit, certain third-party contracts and SLAs may 
provide additional insight into the workings and culture of the IS organization.

• Review of IS policies and procedures The auditor should obtain and review 
IS policies as well as process and procedure documents that are related to the 
audit. This will help the auditor to better understand the tone and direction 
set by management, as well as give the auditor a better idea of how well 
organized the IS organization really is.

• Review of IS standards The auditor should obtain any IS standards documents 
to understand current policy on the vendors, products, methods, languages, and 
protocols in use. She should review process and documentation standards as well 
to see how consistently the organization follows them; this will give the auditor 
valuable insight into the discipline in the organization.

NOTE NOTE The IS auditor should pay attention to what IS charters, policies, 
and procedure documents do say, as well as what they don’t say. He should 
perform corroborative interviews to determine if these documents really 
define the organization’s behavior or if they’re just window dressing. This will 
help the auditor to understand the maturity of the organization, a valuable 
insight that will be helpful when writing the audit report.

• Review of IS system documentation If the subject of the audit (directly or 
indirectly) is an IS application, the auditor should obtain much of the project 
documentation that chronicles the development or acquisition of the system. 
This may include the following:

• Feasibility study

• Functional, technical, and security requirements

• Responses from vendors (at least the one chosen)

• Evaluation of vendor responses

• System design documentation, including data flow diagrams, entity-
relationship diagrams, database schema, and so on

• Test plans and results

• Implementation guides and results

• User manuals

• Operations manuals

• Business continuity plans

• Changes made since initial release

• Reports of system stability, capacity, and availability

NOTE NOTE The IS auditor should examine the organization’s SDLC process and 
determine how closely system documentation follows it.
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• Personnel interviews The IS auditor should conduct walkthrough interviews 

with key personnel who can describe the function, design, use, and operation 
of the system. Rather than assume that all acquired documentation is absolutely 
complete and accurate, the auditor should ask open-ended questions to gain 
additional insight into how well the system really operates. He should develop 
questions in advance in order to keep the interview on track and to make sure 
that all topics are covered. The auditor should carefully select key questions and 
ask them of more than one individual to compare answers, which will give him 
more insight.

NOTE NOTE Some organizations may coach their personnel so that they 
do not provide any more than the minimum amount of information.  An 
experienced auditor should recognize this, and may need to get creative 
(without compromising ethics standards!) in order to get to key facts and 
circumstances. The IS auditor must always be polite, friendly, and request 
cooperation of each interviewee. She must always be truthful and never 
threaten any interviewee.

• Passive observation When an IS auditor is embedded in an organization, 
people will “let their guard down” after they are accustomed to his presence. 
The auditor may be able to observe people being themselves and possibly will 
hear or see clues that will give better insight into the culture and tone of the 
organization.

Observing Personnel 
It is rarely sufficient for an auditor to obtain and understand process documentation 
and be able to make judgments about the effectiveness of the process. Usually, the audi-
tor will need to collect evidence in the form of observations to see how consistently a 
system’s process documentation is actually followed. Some of the techniques in observ-
ing personnel include:

• Real tasks The auditor should request to see some IS functions actually being 
carried out. For example, if an auditor is examining user access management 
processes, he should be able to observe the persons who manage user accounts 
to see how they perform their tasks. The auditor should compare the steps 
taken against procedure documentation; he can also observe the configuration 
settings that the interviewee has made to see if they are being done according to 
procedure documents.

• Skills and experience The auditor should ask each interviewee about his 
or her career background to determine the interviewee’s level of experience 
and career maturity. This will help the auditor to understand whether key 
responsibilities are in the hands of personnel who can really handle them.

• Security awareness The IS auditor should observe personnel to see if they 
are following security policies and procedures. She can casually ask the 
interviewee what they know about security procedures to see if the security 

ch03.indd   119 9/15/2009   2:14:41 PM



CISA Certified Information Systems Auditor All-in-One Exam Guide

120
awareness program is effective. This should implicitly be a part of every audit, 
even if not explicitly included in scope. Major deviations from policy or 
common sense could well constitute deficiencies.

• Segregation of duties The IS auditor should observe personnel to see if 
adequate segregation of duties (SOD) is in place. Lapses could include a user 
account administrator creating or changing a user account without official 
approval, or a systems engineer making a quick change on a system without 
going through the change management process.

An experienced IS auditor will have a well-developed “sixth sense,” an intuition about 
people that can be used to better understand the people who execute procedures.

Sampling
Sampling refers to the technique that is used when it is not feasible to test an entire 
population of transactions. The objective of sampling is to select a portion of a popula-
tion so that the characteristics observed will reflect the characteristics of the entire pop-
ulation.

There are several methods for sampling:

• Statistical sampling Here, a technique of random selection is used that 
will statistically reflect the entire population. The auditor will need to 
determine the size of the sample (usually expressed as a percentage of the 
entire population) so that the results obtained through testing will statistically 
reflect the entire population, where each event in the population has an equal 
chance of being selected.

• Judgmental sampling Here, the IS auditor judgmentally and subjectively 
selects samples based on established criteria such as risk or materiality. For 
instance, when reviewing a list of user accounts to examine, the auditor can 
purposely select those users whose accounts represent higher risk than the 
others in the population.

• Attribute sampling This technique is used to study the characteristics of 
a given population to answer the question “how many?”. After the auditor 
has selected a statistical sample, she then examines the samples. A specific 
attribute is chosen, and the samples examined to see how many items have 
the characteristic and how many do not. For example, an auditor is testing 
a list of terminated user accounts to see how many were terminated within 
24 hours and how many were not. This is used to statistically determine the 
rate at which terminations are performed within 24 hours among the entire 
population.

• Variable sampling This technique is used to statistically determine the 
characteristic of a given population to answer the question “how much?”. For 
example, an auditor who wishes to know the total value of an inventory can 
select a sample and then statistically determine the total value in the entire 
population based on the total value of the sample.
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• Stop-or-go sampling This technique is used to permit sampling to stop at 

the earliest possible time. The IS auditor will use this technique when he feels 
that there is a low risk and rate of exceptions in the overall population.

• Discovery sampling This technique is used when an IS auditor is trying 
to find at least one exception in a population. When he is examining a 
population where even a single exception would represent a high-risk 
situation (such as embezzlement or fraud), the auditor will recommend a 
more intensive investigation to determine if additional exceptions exist.

• Stratified sampling Here, the event population will be divided into classes, 
or strata, based upon the value of one of the attributes. Then, samples 
are selected from each class, and results are developed from each class or 
combined into a single result. An example of where this could be used is a 
selection of purchase orders (POs), where the IS auditor wants to make sure 
that some of the extremely high-value and low-value POs will be selected to 
see if there is any statistical difference in the results in different classes.

When performing sampling, the IS auditor needs to understand several aspects of 
statistical sampling techniques, including:

• Confidence coefficient Sometimes known as the reliability factor or 
confidence level, this is expressed as a percentage, as the probability that 
the sample selected actually represents the entire population. A confidence 
coefficient of 95 percent is considered high.

• Sampling risk This is equal to one minus the confidence coefficient 
percentage. For example, if a given sample has a 93 percent confidence 
coefficient, the risk level is 7 percent (100 percent minus 93 percent equals 
7 percent).

• Precision This represents how closely the sample represents the entire 
population. A low precision figure means high accuracy, and a high precision 
figure means low accuracy. A smaller sample makes the precision higher, and 
the risk of exceptions in the entire population is higher. 

• Expected error rate This is an estimate that expresses the percentage of 
errors that may exist in the entire population. When the expected error rate is 
higher, the sample needs to be higher (because a population with a high rate 
of errors requires greater scrutiny). If the expected error rate is low, the sample 
can be smaller.

• Sample mean This is the sum of all samples divided by the number of 
samples. This equals the average value of the sample.

• Sample standard deviation This is a computation of the variance of sample 
values from the sample mean. This is a measurement of the “spread” of values 
in the sample.

• Tolerable error rate This is the highest number of errors that can exist 
without a result being materially misstated.
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NOTE NOTE Part of the body of evidence in an audit is a description of how a 
sample was selected and why the particular sampling technique was used.

Computer-Assisted Audit
When auditing complex information systems, IS auditors often need to obtain sample 
data from systems with a variety of operating systems, database management systems, 
record layouts, and processing methods. Auditors are turning to computer-assisted au-
dit techniques (CAATs) to help them examine and evaluate data across these complex 
environments.

CAATs help IS auditors by making sampling easier and by capturing data that has 
varying degrees of persistence in an organization’s application environment.

IS auditors can use generalized audit software (GAS) to directly read and access data 
from database platforms and flat files. They can independently and directly acquire 
sample data from databases, which they can then analyze on a separate system. Gener-
alized audit software has the ability to select samples, select data, and perform analysis 
on data. This can help the auditor better understand key data sets in a system, enabling 
him to determine the integrity and accuracy of a system.

When using CAATs, auditors need to document the evidence they obtain from sys-
tems and be able to link it to business transactions. Often, auditors will have to obtain 
several other items, including:

• Application source code

• Online reports that correlate captured data to transactions and results

• Database schemas

• Data flow diagrams

CAATs can also be used as part of a continuous audit approach, where samples are 
obtained over long periods instead of just during audit engagements.

Additional guidance on the use of CAATs is found in ISACA auditing guideline G3, 
Guideline on Computer-Assisted Audit Techniques.

NOTE NOTE IS auditors need to take care that the effort to set up the CAAT 
environment doesn’t expend more effort than other methods for sampling 
and analysis.

Reporting Audit Results
The work product of an audit project is the audit report, a written report that describes the 
entire audit project, including audit objectives, scope, controls evaluated, opinions on the 
effectiveness and integrity of those controls, and recommendations for improvement.

While an IS auditor or audit firm will generally use a standard format for an audit 
report, some laws and standards require that an audit report regarding those laws or 
standards contain specific information or be presented in a particular format.
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The auditor is typically asked to present findings in a closing meeting, where he can 

explain the audit and its results, and be available to answer questions about the audit. 
The auditor may include an electronic presentation to guide his discussion of the audit.

Structure and Contents
While there are often different styles for presenting audit findings, as well as regulations 
and standards that require specific content, an audit report will generally include sev-
eral elements:

• Cover letter Audit reports frequently include a cover letter that describes 
the audit, its scope and purpose, and findings. Often, this letter is used as 
evidence to other organizations that the audit took place.

• Introduction The report should contain an introduction that describes the 
contents of the audit report.

• Summary The report should include an executive summary that briefly 
describes the audit, its purpose and scope, and findings and recommendations.

• Description of the audit The report should include a high level description 
of the audit, its purpose, and its objectives.

• Listing of systems and processes examined The report should contain a list 
of systems, applications, and business processes that were examined.

• Listing of interviewees The audit report should contain a complete list of 
interviewees, when they were interviewed, and topics discussed.

• Listing of evidence obtained The report should contain a detailed list of 
all evidence obtained, from whom, and when it was obtained. Electronic 
evidence should be described, including the time it was acquired, the system 
it was obtained from, and the method used to obtain it. The names of any 
staff members who assisted should be included.

• Explanation of sampling techniques Each time the auditor performed any 
sampling, the techniques used should be described.

• Description of findings and recommendations Here, detailed explanations 
describe the effectiveness of each control, based on evidence and the auditor’s 
judgment. Exceptions are described in detail to demonstrate that they actually 
occurred.

When the IS auditor is creating the report, he must make sure that it is balanced, 
reasonable, and fair. The report should not just be a list of everything that was bad; it 
should also include a list of controls that were found to be operating effectively.

The IS auditor also needs to take care when describing recommendations, realizing 
that any organization is capable of only so much change in a given period. If the audit 
report contains many findings, the auditor needs to realize that the organization may 
not be able to remediate all of them in an elegant manner. Instead, the organization 
will need to understand which findings should be remediated first—the audit report 
should provide this guidance.
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NOTE NOTE The IS auditor should review ISACA auditing standard S7, Reporting, 
and guideline G20, Reporting, when developing the audit report to ensure that 
the report is complete and accurate.

Other Audit Topics
This section includes important discussions related to IS audits.

Detecting Fraud
Fraud is defined as the intentional deception made for personal gain or damage to an-
other party. In the context of corporate information systems and IS auditing, fraud is an 
act whereby a person discovers and exploits a weakness in a process or system for per-
sonal gain.

Management is responsible for implementing controls designed to prevent, deter, 
and detect fraud. However, no system or process is without weaknesses—worse yet, if 
two or more employees agree to a conspiracy to defraud the organization, it is possible 
for the conspirators to, at least temporarily, steal from the organization.

While detecting fraud is certainly not the IS auditor’s primary responsibility, an IS 
auditor surely has many opportunities to discover exploitable weaknesses in processes 
and systems that could be used to defraud the organization. Occasionally, the IS audi-
tor will discover evidence of fraud while examining transaction samples during sub-
stantive testing.

When the auditor detects signs of fraud, he should carefully evaluate what he has 
found, and then communicate his findings to the appropriate authorities. Precisely 
whom he contacts will depend on the nature and structure of the organization, and 
whether there is regulatory oversight of the organization. The auditor needs to be ex-
tremely careful when reporting his findings within the organization because the person 
he reports his findings to could be the perpetrator. This logic may prompt the auditor 
to report this finding directly to the audit committee, thereby bypassing all potential 
perpetrators in the organization (usually, members of the audit committee are not em-
ployees in the organization, have no role in the organization’s operations, and hence 
are probably not among the culprits).

If the organization has no audit committee or similar overseeing body, the auditor 
may be compelled to report his findings to regulators or law enforcement.

Audit Risk and Materiality
What if there are material errors in business processes that remain undetected by the IS 
auditor? There are a number of ways in which this can occur, including:

• Control risk This is the risk that a material error exists that will not be 
prevented or detected by the organization’s control framework. For example, 
a manual control that is designed to detect unauthorized changes in an 
information system may fail if the personnel who review logs overlook 
significant errors or fraud.
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• Detection risk This is the risk that an IS auditor will overlook errors or 

exceptions during an audit. Detection risk should be a part of the IS auditor’s 
risk assessment that is carried out at the beginning of an audit; this would 
help the auditor focus on those controls that require additional scrutiny 
(meaning higher sampling rates) and thereby improve the chances of 
detecting errors.

• Inherent risk This is the risk that there are material weaknesses in existing 
business processes and there are no compensating controls to aid in their 
detection or prevention. Inherent risks exist independent of the audit.

• Overall audit risk This is the summation of all of the residual risks 
discussed in this section.

• Sampling risk This is the risk that the sampling technique used will not 
detect transactions that are not in compliance with controls.

Materiality In financial audits, materiality is established as a dollar amount thresh-
old that is calculated in one of several possible ways, including a percentage of pretax 
income, a percentage of gross profit, a percentage of total assets, a percentage of total 
revenue, a percentage of equity, or blended methods using two or more of these.

Then, when an auditor is examining transactions and controls during an audit, a 
finding can be classified as a material weakness if the dollar amount of the exceptions 
exceeds the materiality threshold. There is, however, some latitude (more in some cases 
and less in others) in the auditor’s judgment as to whether a finding is material.

In an IS audit, the controls being examined do not have dollar figures associated 
with them and deficiencies are not measured against materiality thresholds in the same 
way. Instead, materiality in an IS audit occurs when a control deficiency (or combina-
tion of related control deficiencies) makes it possible for serious errors, omissions, ir-
regularities, or illegal acts to occur as a result of the deficiency(ies). Here more than in 
a financial audit, the judgment of the IS auditor is very important in determining if a 
finding is material.

Auditing and Risk Assessment
When assessing the effectiveness of controls in an organization, the IS auditor should 
take the time to understand how the organization approaches risk assessment and risk 
treatment.

Risk Assessment Organizations should periodically undertake risk assessments 
in order to identify areas of risk that warrant remediation. A risk assessment should 
identify, prioritize, and rank risks. The subject of risk assessment should be those busi-
ness processes and supporting information systems and infrastructures that are central 
to the organization’s mission.

After identifying risks, the risk assessment should include one or more potential 
remedies, each with an analysis of the cost and effort to implement and the estimated 
reduction in risk. When these remedies and their impact (in terms of risk reduction) are 
then ranked, the result should be a list of the most effective initiatives for reducing risk 
in the organization.
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There are two types of risk assessment: qualitative and quantitative. A qualitative 

risk assessment rates risks as high-medium-low, whereas a quantitative risk analysis 
rates risks in terms of actual probabilities and costs. A quantitative risk assessment is 
considerably more difficult and time-consuming to perform, since it can be difficult to 
ascertain reasonable probabilities of threats and their financial impact. However, when 
seriously considering measures to reduce risk on the highest-risk areas in the assess-
ment, sometimes it makes sense to perform some quantitative risk assessment in order 
to verify which investments are the ones that will make the most difference.

Risk Treatment Once risks have been identified, risk treatment is the term that 
describes the action taken to address them. There are four possible avenues for risk 
treatment:

• Risk reduction This involves making changes to processes, procedures, 
systems, or controls that will reduce either the probability of a threat or 
its impact. For example, if the risk assessment identifies a threat of a SQL 
injection attack on an application, the organization can reduce risk by 
implementing an application firewall that will block such attacks.

• Risk transfer This typically involves the use of insurance, which is used to 
compensate the organization for the financial losses or damages that will 
occur if the threat were realized. For example, the organization can transfer 
the risk of a denial of service attack by purchasing a cyberinsurance policy 
that would compensate the organization if such an attack were to occur.

• Risk avoidance Here, the organization will cease the activity associated with 
the risk. For instance, if the risk assessment identifies risks associated with the 
implementation of an e-commerce capability, the organization might choose 
to abandon this idea, thereby avoiding e-commerce–related risk.

• Risk acceptance In this case, the organization feels that the risk is acceptable 
and that no measures need to be taken to reduce the risk further.

Rarely does an organization make a decision that fits entirely within a single risk 
treatment category. Rather, risk treatment is usually a blended approach, where, for in-
stance, measures are taken to reduce risk; however, even a combination of measures 
rarely eliminates all risk—there is usually some risk left over after some risk treatment 
is performed. This leftover risk is known as residual risk. And like the dirt that can’t be 
picked up with a broom and dustpan, the leftover risk is usually accepted.

Using External Auditors
Despite the fact that so many IS and security professionals are entering a career of IS 
auditing (and earning their CISA certification along the way), there is still a scarcity of 
qualified IS auditors. Furthermore, many laws, regulations, and standards require that 
qualified external auditors perform key audits of business processes and information 
systems. Also, even with experienced IS audit generalists on staff, occasionally, experts 
with knowledge of specific technologies are needed for some audit engagements. These 
factors make it clear that many organizations—even those with qualified and available 
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internal audit personnel—will be undergoing external audits performed by external 
auditors.

An organization that is entertaining the idea of using external auditors needs to 
consider several factors, including:

• Regulatory restrictions on outsourcing

• Independence and objectivity of internal versus external auditors

• Impact on audit risk

• Professional liability of external audit firms

• Audit management controls used to manage external audit activities

• Impact on overall audit objectives

• External auditor loyalty

• Communications between auditors and auditees

• Professional and administrative qualification of auditors

• Background checks for external audit staff

• Protection and privacy of information made available to external auditors

• Costs and the overhead required to manage external auditors

NOTE NOTE IS auditors should be familiar with ISACA audit guideline G1, Using the 
Work of Other Auditors, and standard S6, Performance of Audit Work, in order to 
properly manage the work performed by external auditors.

Control Self-Assessment
Control self-assessment (CSA) is a methodology used by an organization to review key 
business objectives, risks related to achieving these objectives, and the key controls 
designed to manage those risks. The primary characteristic of a CSA is that the organiza-
tion takes initiative to self-regulate rather than engage outsiders, who may be experts in 
auditing but not in the organization’s mission, goals, and culture.

Advantages and Disadvantages
Like almost any business activity, control self-assessments have a number of advantages 
and disadvantages that the IS auditor and others should be familiar with. This will help 
the organization make the most of this process and avoid some common problems.

The advantages of control self-assessments include:

• Risks can be detected earlier, since subject matter experts are involved earlier

• Improvement of internal controls

• Ownership of controls through involvement in their improvement

• Improved employee awareness of controls through involvement in their 
improvement

• Improved relationship between departments and auditors
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Some of the disadvantages of control self-assessments are:

• It could be mistaken as a substitute for an internal audit.

• It may be considered extra work and dismissed as unnecessary.

• It may be considered an attempt by the auditor to shrug off responsibilities.

• Lack of employee involvement would translate to little or no process 
improvement.

The Self-Assessment Life Cycle
Like most continuous-improvement processes, the control self-assessment process is an 
iterative life cycle. The phases in the control self-assessment are:

• Identify and assess risks Here, operational risks are identified and analyzed.

• Identify and assess controls Controls to manage risks are identified and 
assessed. If any controls are missing, new controls are designed.

• Develop questionnaire or conduct workshop Here, an interactive session 
is conducted, if possible, for discussion of risks and controls. If personnel are 
distributed across several locations, a questionnaire is developed and sent to 
them.

• Analyze completed questionnaires or assess workshop If a workshop was 
held, the workshop results are assessed to see what good ideas for remediation 
emerged. If a questionnaire was distributed, the results are analyzed to see 
what good ideas for risk remediation were identified.

• Control remediation Using the best ideas from the workshop or 
questionnaire, controls are designed or altered to better manage risk.

• Awareness training This activity is carried out through every phase of the life 
cycle to keep personnel informed about the activities in the various phases.

The control self-assessment life cycle is illustrated in Figure 3-3.

Self-Assessment Objectives
The primary objective of a control self-assessment is to transfer some of the responsibil-
ity for oversight of controls to the control owners. The IS auditor’s role is not dimin-
ished, as the IS audit still needs to periodically test control effectiveness, but control 
owners will play a more active role in the audit of their controls.

Another objective of control self-assessment is the long-term reduction in excep-
tions. As control owners assume more responsibility for the performance of their con-
trols, they will strive to avoid situations where IS auditors identify exceptions. The 
control self-assessment gives control owners an opportunity and a process for cleaning 
house and improving audit results.
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NOTE NOTE The IS auditor should be involved in control self-assessments to 
ensure that the CSA process is not hijacked by efficiency zealots who try 
to tear the controls out of processes because they do not understand their 
significance.

Auditors and Self-Assessment
IS auditors should be involved in control self-assessments that various departments 
conduct. The role of IS auditors should be that of an objective subject matter expert 
who can guide discussions in the right direction so that controls will receive the right 
kind of development over time.

IS auditors should resist too large a role in control self-assessments. Responsibility 
for control development and maturation should lie within the department that owns 
the control self-assessment. However, if a department is new at CSA, it may take some 
time before they are confident and competent enough to take full ownership and re-
sponsibility for the process.

Implementation of Audit Recommendations
The purpose of internal and external audits is to identify potential opportunities for 
making improvements in control objectives and control activities. The handoff point 
between the completion of the audit and the auditee’s assumption of control is in the 
portion of the audit report that contains findings and recommendations. These recom-
mendations are the imperatives that the auditor recommends the auditee perform to 
improve the control environment.

Figure 3-3 The control self-assessment life cycle
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Implementation of audit recommendations is the responsibility of the auditee. 

However, there is some sense of shared responsibility with the auditor, as the auditor 
seeks to understand the auditee’s business so that she can develop recommendations 
that can reasonably be undertaken and completed. In a productive auditor-auditee re-
lationship, the auditor will develop recommendations using the fullest possible under-
standing of the auditee’s business environment, capabilities, and limitations—in 
essence saying, “Here are my recommendations to you for reducing risk and improving 
controls.”  And the auditee, having worked with the auditor to understand his method-
ology and conclusions, and who has been understood by the auditor, will accept the 
recommendations and take full responsibility for them—in essence saying, “I accept 
your recommendations and will implement them.” This is the spirit and intent of the 
auditor-auditee partnership.

Notes
• An audit program is the audit strategy and the plans that include scope, 

objectives, resources, and procedures used to evaluate controls and processes.

• IS auditors need to stay current with technology through training courses, 
webinars, ISACA chapter training events, and industry conferences.

• Several laws, regulations, and standards require internal or external audits to 
ensure that organizations achieve and maintain compliance.

• The types of controls are physical, technical, and administrative.

• The classes of controls are preventive, detective, deterrent, corrective, 
compensating, and recovery.

• The categories of controls are automatic and manual.

• The types of audits are operational audits, financial audits, integrated audits, 
IS audits, administrative audits, compliance audits, forensic audits, and service 
provider audits. Pre-audits can be performed to help an organization prepare 
for an upcoming audit.

• Compliance testing is used to determine if control procedures have proper 
design and are operating properly. Substantive testing is used to verify the 
accuracy and integrity of transactions as they flow through a system.

• Audit methodologies define an audit subject, audit objective, type of audit, 
audit scope, pre-audit planning, audit statement of work, audit procedures, 
communication plan, report preparation, wrap-up, and post-audit follow-up.

• The types of evidence that the auditor will collect during an audit include 
observations, written notes, correspondence, process and procedure 
documentation, and business records.

• During an audit, the auditor should obtain org charts, department charters, 
third-party contracts, policies and procedures, standards, and system 
documentation. She should conduct several interviews with pre-written 
questions and carefully observe personnel to better understand their 
discipline, as well as organizational culture and maturity.
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• The types of sampling include statistical sampling, judgmental sampling, 

attribute sampling, variable sampling, stop-or-go sampling, discovery 
sampling, and stratified sampling. The IS auditor needs to understand the 
meaning of confidence coefficient, sampling risk, precision, expected error 
rate, sample mean, sample standard deviation, and tolerable error rate.

• An audit report usually includes a cover letter, introduction, summary, audit 
description, list of systems examined, interviewees, evidence, explanation of 
sampling techniques, findings, and recommendations.

• The types of risks that are related to audits include control risk, detection risk, 
inherent risk, overall audit risk, and sampling risk.

• External auditors may be needed when the organization lacks specific expertise 
or resources to conduct an internal audit. However, some regulations and 
standards require external, independent audits.

Summary
The audit function in an organization should be defined and described in a charter. The 
audit program and audit strategy should support the organization’s mission and objec-
tives, and facilitate business development and growth.

Auditors need to establish and maintain technical competence so that they can ef-
fectively evaluate technical controls and identify technical control risks. They will need 
to attend periodic training in the technologies in use by the organization, as well as in 
emerging technologies that the organization may use in the future.

The ISACA code of ethics defines the standards of behavior and conduct for IS audi-
tors. The ISACA auditing standards framework defines mandatory audit standards, 
guidelines that contain suggestions for implementing the standards, and procedures 
that can be used to audit information systems. All persons who hold the CISA designa-
tion are required to uphold the ISACA code of ethics; violations will result in investiga-
tions and possible disciplinary actions, including expulsion.

IS auditors need to perform a risk analysis as an integral part of an audit project in 
order to identify risk areas that require additional audit resources. The result of the risk 
analysis will help the auditor to build a complete audit plan that includes the right 
level of activities to be carried out during the audit.

Internal controls are the policies, procedures, mechanisms, systems, and other 
means designed to reduce risk and facilitate the achievement of business objectives. 
Controls are classified in several different ways that describe how they are designed to 
control behaviors and outcomes.

Internal control objectives are statements of desired states and outcomes in the or-
ganization. They are supported by one or more controls that ensure the realization of 
control objectives. Controls are measurable and can be defined and enforced with pro-
cesses, procedures, or automatic mechanisms within information systems. IS control 
objectives resemble internal control objectives, but are focused on the desired states 
and outcomes within the context of information systems.

General computing controls are controls that are applied across an entire IS envi-
ronment. An organization will likely have additional controls that are applied to indi-
vidual applications or components in the environment.
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An audit is the planned, methodical evaluation of controls and control objectives. 

A key activity in an audit is the identification and acquisition of evidence that supports 
the operation of controls and helps the auditor reach a conclusion about the effective-
ness of a control.

IS auditors generally develop and follow an audit methodology, which is a process 
that ensures consistent audits from start to finish.

Evidence is the information collected by the auditor during the course of the audit. 
The reliability and relevance of evidence helps the auditor reach sound conclusions on 
the effectiveness of controls and control objectives.

Sampling is the technique used when it is not feasible to test an entire population 
of transactions. Sampling techniques need to be carefully considered so that they ac-
curately represent the entire population.

Computer-assisted audit techniques (CAATs) are used to automate sampling and 
analysis of information in complex application environments. CAATs can help to ana-
lyze and correlate data that would be too difficult to perform manually.

The audit report is the work product of the audit project. It contains a summary, a 
description of evidence gathered, and findings and conclusions.

In IS audits, materiality is the threshold where control deficiencies make it possible 
for serious errors, omissions, irregularities, or illegal acts to occur.

A control self-assessment is an activity used by an organization to take ownership 
of controls and make improvements in the implementation of its controls through 
workshops and other activities.

Questions

 1. An IS auditor is planning an audit project and needs to know which areas are 
the highest risk. What is the best approach for identifying these risk areas?

 A. Perform the audit; control failures will identify the areas of highest risk

 B. Perform the audit and then perform a risk assessment

 C. Perform a risk assessment first and then concentrate control tests in high-
risk areas identified in the risk assessment

 D. Increase sampling rates in high-risk areas

 2. An auditor has detected potential fraud while testing a control objective. What 
should the auditor do next?

 A. Notify the audit committee

 B. Conduct a formal investigation

 C. Report the fraud to law enforcement

 D. Report the suspected fraud to management

 3. The possibility that a process or procedure will be unable to prevent or detect 
serious errors and wrongdoing is known as:

 A. Detection risk

 B. Inherent risk
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 C. Sampling risk

 D. Control risk

 4. The categories of risk treatment are:

 A. Risk avoidance, risk transfer, risk mitigation, and risk acceptance

 B. Risk avoidance, risk transfer, and risk mitigation

 C. Risk avoidance, risk reduction, risk transfer, risk mitigation, and risk 
acceptance

 D. Risk avoidance, risk treatment, risk mitigation, and risk acceptance

 5. An IS auditor needs to perform an audit of a financial system and needs to 
trace individual transactions through the system. What type of testing should 
the auditor perform?

 A. Discovery testing

 B. Statistical testing

 C. Compliance testing

 D. Substantive testing

 6. An IS auditor is auditing the change management process for a financial 
application. The auditor has two primary pieces of evidence: change logs and 
a written analysis of the change logs performed by a business analyst. Which 
evidence is best and why?

 A. The change log is best because it is subjective

 B. The written analysis is best because it interprets the change log

 C. The change log is best because it is objective and unbiased

 D. The written analysis is best because it is objective

 7. Under which circumstances should an auditor use subjective sampling?

 A. When the population size is low

 B. When the auditor feels that specific transactions represent higher risk than 
most others

 C. When the risk of exceptions is low

 D. When statistical sampling cannot be performed

 8. An IS auditor has discovered a high-risk exception during control testing. 
What is the best course of action for the IS auditor to take?

 A. Immediately perform mitigation

 B. Include the exception in the report and mark the test as a control failure

 C. Immediately inform the auditee of the situation

 D. Immediately inform the audit committee of the situation
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 9. What is the appropriate role of an IS auditor in a control self-assessment?

 A. The IS auditor should participate as a subject matter expert

 B. The IS auditor should act as facilitator

 C. The IS auditor should not be involved

 D. The IS auditor should design the control self-assessment 

 10. Which of the following would NOT be useful evidence in an IS audit?

 A. Personnel handbook

 B. Organization mission statement and objectives

 C. Organization chart

 D. Organization history

Answers

 1. C. The IS auditor should conduct a risk assessment first to determine which 
areas have highest risk. She should devote more testing resources to those 
high-risk areas.

 2. A. When the IS auditor suspects fraud, he should conduct a careful evaluation 
of the matter and notify the audit committee. Because audit committee 
members are generally not involved in business operations, they will be 
sufficiently removed from the matter, and they will have the authority to 
involve others as needed.

 3. D. Control risk is the term that signifies the possibility that a control will fail 
to prevent or detect unwanted actions.

 4. A. The four categories of risk treatment are risk mitigation (where risks are 
reduced through a control or process change), risk transfer (where risks are 
transferred to an external party such as an insurance company), risk avoidance 
(where the risk-bearing activity is discontinued), and risk acceptance (where 
management chooses to accept the risk).

 5. D. The auditor should perform substantive testing, which is a test of 
transaction integrity.

 6. C. The change log is the best evidence because it is objective and not subject 
to human judgment.

 7. B. Subjective sampling is used when the auditor wants to concentrate on 
samples known to represent higher risk.

 8. C. The IS auditor should immediately inform the auditee when any high-risk 
situation is discovered.

 9. A. The IS auditor should act as a subject matter expert in a control self-
assessment, but should not play a major role in the process.

 10. D. Of the choices given, the organization history would be the least useful. 
The others will provide insight into the organization’s mission, goals, and 
how it sets out to achieve them.
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This chapter discusses the following topics:
• Program and project management
• The software development life cycle (SDLC)
• Infrastructure development and implementation
• Maintaining information systems
• Business processes
• Application controls
• Auditing the software development life cycle
• Auditing business and application controls

The topics in this chapter represent 16 percent of the CISA examination.

Organizations employ business processes to organize the tasks related to the develop-
ment and maintenance of application software and the underlying IT infrastructure. 
Business processes provide constraint and management control for high-value activities 
such as software development and maintenance, infrastructure development and main-
tenance, as well as the structure for projects and project management.

Many organizations recognize that business processes themselves have the same 
intricacies as software, and that life-cycle management is appropriate for, and similar 
to, the life cycle for software development. They also realize that business processes and 
application software are often tightly coupled and must often be managed as complex 
single entities.

IS auditors should pay particular attention to an organization’s methodologies and 
practices for the development and management of software, infrastructure, and busi-
ness processes. This will give the auditor valuable information on the effectiveness of 
an organization’s life-cycle management and how well the organization develops 
requirements and can transform them into applications and infrastructure that support 
key business processes.

In addition to auditing the organization’s development processes, auditors must 
also audit software applications. Areas of particular interest include controls that govern 
input, processing, and output, as much as the application’s ability to perform calcula-
tions correctly and maintain the integrity of data that is being accessed by many users 
simultaneously.

135
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Business Realization
Business realization is the result of strategic planning, process development, and systems 
development, which all contribute toward a launch of business operations to reach a 
set of business objectives. This chapter focuses on process and systems development, 
which are used to build the engine of business operations. Audits of these activities 
provide an objective view of their effectiveness.

Portfolio and Program Management
A program is an organization of many large, complex activities and can be thought of as 
a set of projects that work to fulfill one or more key business objectives or goals. A pro-
gram is generally a multiyear effort that is made up of many complex projects, each 
with its own project managers, project schedule, budget, and participants. 

A program is usually run by a program manager who has oversight over all of the 
projects in the program. Figure 4-1 shows the relationship between a program manager 
and the projects that he or she manages.

Like a single project, a program has a defined scope, budget, resources, and a schedule. 
A program also helps to organize and coordinate the operation of its projects, iden-

tify dependencies between them, manage conflicts and issues, and manage common 
and shared resources used by project teams.

Figure 4-1 A program and several projects under its management
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Starting a Program
When an organization sets objectives and goals that will be realized through a program, 
a number of activities usually take place:

• Development of a program charter A charter is a formal document that 
defines the objectives of a program, its main timelines, sources of funding, 
the names of its principal leaders and managers, and the business executive(s) 
who are sponsoring the program.

• Identification of available resources Senior management must identify 
the resources that will be used by the program. These will include funding, 
personnel, and business assets such as information systems and other 
equipment.

The charter and resources provide the direction and the means to begin a program 
that will get the business closer to realizing its objectives.

Running a Program
After a program has been launched, the program manager needs to actively manage it 
to ensure that the program is on-track and fulfilling its objectives. Some of the activities 
required may include

• Monitoring project schedules Each of the projects running in the program 
will have its own schedule. The program manager will need to examine these 
schedules periodically to understand how each is progressing.

• Managing project budgets The program manager needs to monitor and 
manage spending by each of the projects in the program. The program 
manager may need to make spending adjustments periodically to keep the 
overall program budget under control.

• Managing resources The program manager needs to understand how 
resources are being used across all of the projects and to make changes as 
needed.

• Identifying and managing conflicts Individual projects will sometimes 
encounter resource conflicts—sometimes they will vie for the same resources, 
or they may require resources in use outside of the program.  

• Creating program status reports for senior management As executive 
sponsors for the program, senior management need to be kept informed 
of program status, in whatever level of detail they require.

These activities enable management to measure progress and to make adjustments 
to resources and priorities to keep the program running smoothly.

What’s in a Title?
Many middle and senior managers are program managers, even if they don’t have 
“program manager” in their title or job description. Any manager who is responsible 
for the execution of multiple concurrent projects, particularly if those projects are 
helping the organization get closer to common objectives, is a program manager.
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Project Portfolio Management
The project portfolio is the organization’s entire set of active projects at any given time. 
Unlike a program, where projects are related and support a common objective, a port-
folio of projects is simply all of the active projects, which may support many different 
and even unrelated objectives.

An organization needs to maintain a collection of information about all of its projects 
in a central location. Having this information will help a senior manager or executive 
quickly view high-level information about all of the active projects in the organization. 
Often this information will be stored electronically in a form that will allow an execu-
tive to sort and filter company projects in various ways. Some of the information that 
may be maintained in this portfolio of projects includes

• Executive sponsor

• Program manager

• Project manager

• Start and end dates

• Names of participants

• Objectives or goals that the project supports

• Budget

• Resources used

• Dependencies

NOTE NOTE Ease of access to project and program portfolios helps management 
better understand what activities are taking place and the resources that each 
is consuming.

Business Case Development
The prevalent point of view is that IT exists in support of business objectives. Given this 
assumption, then every IT project should directly or indirectly result in tangible busi-
ness benefits.

Before any IT project is permitted to begin, a business case for the project is devel-
oped. The purpose of a business case is to explain the benefits to the business that will 
be realized as a result of the project. 

The development of a business case will normally follow a feasibility study. A feasi-
bility study defines the business problem and describes a number of potential solutions. 
However, it is possible that none of the solutions will result in a benefit for the business. 
For example, each may be too costly or incur excessive risk. However, the business case 
should go beyond the feasibility study in terms of business benefits and include actual 
figures for costs and benefits.

A typical business case is a written document that includes
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• Business problem This is a description of the business problem in 

qualitative and quantitative terms.

• Feasibility study results The business case should include results of the 
feasibility study if one was performed.

• High-level project plan This should include a timeline and number of 
persons required.

• Budget This should include the cost to execute the project as well as costs 
associated with the solution.

• Metrics The business case should include information on how business 
benefit will be measured, as well as expected before-and-after measurements. 
Estimates should be backed up by examples of the benefits of similar projects 
in the organization or in other organizations.

• Risks The business case should include risks that may occur, as well as how 
those risks can be mitigated. These risks may be market risks or financial risks.

NOTE NOTE Some organizations make the development of a business case the first 
phase in the actual project; however, this arrangement may be self-serving, as 
the project team may be taking the point of view of justifying the continuation 
of the project instead of focusing on whether the project will actually benefit 
the business. The development of a business case should be performed in an 
objective manner by persons who do not benefit from the result.

Measuring Business Benefits
In the mid-to-late 20th century, information technology was primarily used to automate 
tasks, and in that era it was fairly easy to measure the benefits derived from IT. Informa-
tion technology’s role today is business transformation, which provides benefits that 
are not so easily measured and are often not short-term in nature.

For example, an organization that invests in a new customer relationship manage-
ment (CRM) application may do so to improve its customer service. Shortly after 
implementing a CRM system, productivity may even decrease until individuals and 
teams understand how to operate and fully leverage the new system. But customer 
satisfaction may improve in future quarters. A year or more may be required to see 
whether customer satisfaction is a blip or an actual upward trend attributable to the 
new CRM. The new system can also help the organization to improve its products and 
services; the benefits from these improvements may not be felt for years after imple-
mentation of the new CRM.

Measuring business benefits requires that the organization select key performance 
indicators and measure them formally and accurately over the long term. When new 
projects and programs are considered, business benefits should be estimated, and 
measurements should be taken before and after the project has completed in order to 
validate whether the project’s predictions were valid. The nature of the project may require 
months or even years of measurements to validate project results. 

ch04.indd   139 9/15/2009   12:56:25 PM



CISA Certified Information Systems Auditor All-in-One Exam Guide

140

NOTE NOTE Major projects should include a post-implementation review that 
takes place long after the project’s completion (as long as 24 months or even 
longer) to determine whether trends in key metrics changed as predicted.

Project Management
The preceding section on program management is concerned with the high-level view 
across many projects. This section on project management takes a closer look at the 
management of individual projects.

A project is a coordinated and managed sequence of tasks that results in the realiza-
tion of an objective or goal. The effort may be performed by a single individual or 
many. A project’s duration may be a few days or as much as two years or longer. 

Organizing Projects
Projects should be organized in a consistent way that supports the organization’s needs. 
Management should formally approve projects, and they should be documented in a 
consistent manner.

In addition to being a collection of organized activities, a project also has a social 
context and culture. A project consists of a project team, people who perform tasks for 
the project. The relationships among these people fall into three models:

• Direct report A department manager serves as the project manager. Project 
team members report directly to the manager and are obliged to carry out the 
directives from the manager. In a slight variation, the department manager 
could be a project team member, and the project manager is someone who 
reports to the department manager.

• Influencer The project manager has no direct management influence over 
project team members. The project manager must practice the art of influence 
and persuasion over the project team members to keep the project moving.

• Pure project The project manager is given authority over the project team 
members, even though the team members do not report to the project manager.

• Matrix The project manager and project team manager have authority over 
each project team member.

NOTE NOTE While a project may have a formal plan and schedule, it’s the people 
on the project team who help a project reach its objectives. Paying attention 
to the human side of projects is just as important as the project objectives 
themselves.

Initiating a Project
Formal project launch occurs when the project has been approved by the IT steering 
committee or similar oversight body. Management needs to appoint a project manager 
as well as all project team members. 
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Unless project team members have no other responsibilities, management also 

needs to establish priorities for the team and for each team member. Because most or 
all project team members will probably have other responsibilities, management needs 
to be very clear on where project activities fall on the priority list.

Management also needs to express its support for the project schedule and impor-
tant project milestones, so that all project team members are aware of management’s 
objectives for timely project completion. This will help to motivate project team mem-
bers to start and complete tasks on time.

NOTE NOTE A project kickoff meeting is an effective way to convey these messages: 
management can gauge project team members’ interest in their body language. 
A meeting is also an effective way to discuss issues and answer questions in 
real time.

Developing Project Objectives
The specific objectives of a project must be established and documented before the 
project begins. In fact, project objectives should be a part of the project’s description 
when the project is being considered for approval by the IT steering committee. Project 
objectives should be specific, measurable, achievable, relevant, and time-bound (SMART). 
They should relate to business objectives and to the organization’s key performance 
indicators.

Example project objectives are

• Reduce customer service call queue time by 70 percent

• Reduce implementation time for new customers by five days

• Reduce annual storage system costs by $70,000

Additional objectives may also be developed that are not a project’s key objectives, 
but may clarify a project’s purpose or the manner in which it will be performed.

Object Breakdown Structure
As a part of the project objectives, a project manager may develop an object breakdown 
structure (OBS), which represents the components of the project in graphical or tabular 
form. An object breakdown structure can help management and project team members 
better visualize the scope and objectives of the project. An example OBS appears in 
Figure 4-2.

An OBS is a visual or structural representation of the system, software, or applica-
tion, in a hierarchical form, from high level to fine detail. An OBS is not a schematic, 
architecture, or data flow diagram, although one or more of these may also need to be 
developed, either as a part of the design, or as a tool to help project participants better 
understand the overall system.
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Work Breakdown Structure
Another common method for depicting a project is the work breakdown structure 
(WBS). This is a logical representation of the high-level and detailed tasks that must be 
performed to complete the project. A WBS used for this purpose can also be used as the 
basis for the creation of the project schedule. An example WBS is shown in Figure 4-3.

The WBS created in this phase will be simpler than the full-fledged project plan, 
which will include the resources required to perform each task, task dependencies, and 
schedules.

In simpler projects, the WBS and the project plan are the same thing. Or, put 
another way, the WBS can be the start of the project plan, in terms of its containing all 
of the tasks that need to go into the project plan. With tools like Planner, the WBS is the 
list of tasks in the left column, and the project plan is that same list when it also con-
tains dependencies, dates, resources, and other details. Project planning is discussed in 
more detail later in this section.

Managing Projects
Projects should be managed by a project manager. The project manager is responsible 
for performing several activities:

• Managing the project schedule The project manager may have developed 
the original project schedule, and he or she will be responsible for maintaining 
the schedule throughout the life of the project. As tasks are completed early, 
on time, or late, this will impact the rest of the project schedule, and the 
project manager will need to make adjustments to take into account these 

Figure 4-2 An object breakdown structure (OBS) helps participants understand project scope 
and objectives.
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scheduling variations. Besides changes in timing, other types of changes in 
the schedule will be required, including new tasks, new dependencies, and 
other unforeseen matters.

• Recording task completion As tasks progress and are completed, the project 
manager must keep the project schedule up-to-date. The project schedule must 
accurately reflect the status of each task.

• Running project meetings The project manager organizes regular meetings 
of project participants where status and issues are discussed. The project 
manager facilitates project meetings to make sure that the meeting agenda 
is followed. The project manager is also responsible for sending meeting 
agendas, meeting minutes, and other updates to the project team.

• Tracking project expenditures The project manager is responsible for 
tracking and reporting on project costs.

• Communicating project status The project manager is responsible 
for communicating project status to project team members and also to 
management. A project status report will include details on the status 
of tasks, whether the project is still on schedule and on budget, as well 
as a list of open and closed issues.

Figure 4-3 A work breakdown structure (WBS) depicts a project’s tasks.
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NOTE NOTE The project manager needs to be a highly organized, methodical 
individual who is detail oriented and a good communicator. While knowledge 
of the technologies in a project is useful, of utmost importance are the project 
manager’s people skills, without which he or she will be unable to work with 
project team members and to be an effective facilitator and problem solver.

Project Roles and Responsibilities
Formal roles and responsibilities need to be established so that projects will be well 
organized and have the greatest possible chance of success. Defined roles and responsi-
bilities ensure that important tasks are known to all project participants. Typical roles 
and responsibilities include

• Senior management Support the approval of the project, its funding, and 
resource allocation.

• IT steering committee Commission the feasibility study, approve the 
project, assign IT resources to the project, and approve the project schedule. 
Periodically review project status and progress. Take corrective action when 
necessary—for example, when priorities conflict.

• Project manager Develop the detailed project plan, identify and indicate 
dependencies, estimate the time required to complete each task. Track progress 
at the task level. Call regular project meetings where project status and issues 
are discussed among project team members. Track spending and other 
resource allocation. Publish status reports to project team members and 
to senior management.

• Project team members Participate in all project team meetings, complete 
tasks on time, identify issues and communicate them to the project manager, 
look for opportunities to optimize tasks, reduce necessary resources, and 
improve the project.

• End-user management Assign staff to the project team, support the 
development of business requirements, test cases, test data, and system testing.

• End users Develop business requirements, test cases, use cases, test data, test 
systems, and report test results to the project manager. Participate in acceptance 
testing and provide accurate, timely results.

• Project sponsor Define project objectives, provide budget and other resources, 
work with project manager and other management stakeholders to ensure that 
the project delivers the desired outcomes.

• Systems development management Provide adequate hardware, software, 
tools, and resources to facilitate development. Assign competent, trained 
developers to the project, and support their participation in the project.

• Systems developers Develop software and systems that conform to functional 
requirements, good coding practices, and organization IT standards. Perform 
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unit, program, and system testing as required. Ensure that software and systems 
are free of software bugs, vulnerabilities, and security issues that could result in 
undesired activities such as a break-in or disclosure of sensitive information. 
Develop operational procedures.

• Security manager Provide security requirements, privacy requirements, 
regulatory requirements, audit requirements, test plans, and test cases. Ensure 
system meets organizational controls and audit requirements. Perform security 
testing. Report test results to project manager.

• IT operations Provide operational requirements, review operational 
procedures, and participate in acceptance testing. Participate in system 
implementation, and operate system after implementation. Report post-
implementation problems to project manager and developers.

NOTE NOTE In smaller organizations, one person may have two or more project 
roles. In large organizations (or large projects in any size organization), each 
role may be assigned to one person, a group, or even an entire team.

Project Planning
The term project planning refers to the activities related to the development and manage-
ment of a project. Project planning encompasses many detailed activities:

• Task identification One of the first steps in the development of a project plan 
is the identification of all of the tasks that must be performed to complete the 
project. This is often accomplished using a project management tool that can be 
used to build a detailed work breakdown structure (WBS). When completed, a 
WBS is a structural decomposition of all of the work necessary to complete the 
entire project, task by task, bit by bit.

• Task estimation Once the project planner has identified all of the tasks 
required to complete the project, the next step is to determine how much time 
and effort each task requires. There are a couple of different ways to measure 
this: actual effort and elapsed time. For example, it may take a painter one 
hour to paint a room, but it may take four hours for the paint to dry. Often, it 
is necessary to know how many hours or days of work are required for one or 
more persons to perform a task, but knowing elapsed time is critical also.

• Task resources It is necessary to know what resources are required to perform 
a task. Resources include people (and not just any people—often a given task 
must be performed by specific people), equipment, consumable resources, 
outside professional services, materials, software licenses, and so on.

• Task dependencies Often in a project there will be tasks that cannot be 
started until other tasks have been completed. Project managers must discern 
all of the dependencies between projects, so that project teams don’t run into 
unexpected obstacles.
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• Milestone tracking In larger projects it is a good idea to identify milestones 

in the project. Milestones are significant events in the project when major 
phases of the project have been completed. Example milestones are completion 
of design, completion of software development, completion of network 
wiring, and completion of software testing. Often management will wish 
to schedule a project review meeting when these milestones have been 
completed; such reviews give management an opportunity to make go/no-go 
decisions on whether the project should be permitted to continue, or to see 
whether any lingering issues should first be addressed before the project is 
continued.

• Task tracking When a project is in progress, the project manager must 
accurately track the status and progress of every task. Not only this, but he 
or she also must look toward the short-term and long-term future, anticipate 
future resource needs, and make sure that tasks that have not started yet will 
be able to start without undue delay.

NOTE NOTE One of the most common pitfalls in project planning is the failure 
to properly identify task resources and dependencies. Sometimes a project 
planner will have “optimized” a project plan, only to find out that many tasks 
that could be done at the same time must be done one at a time. This happens 
when several tasks that are slated to be done in parallel must all be performed 
by the same individual. For example, five tasks that take one day each were 
scheduled to all take place on the same day, but it turns out that the same 
person is required to perform all of those tasks; this results in those tasks 
being completed one day after another, requiring five days in all.

Estimating and Sizing Software Projects
Several tools and methods can be used to estimate the amount of effort required to 
complete tasks in a project. Tools and methodologies can make the task of estimating 
work more accurate, because they rely on techniques that have been proven over the 
long run. Also, tools and methodologies can reduce the time required to perform 
the estimating work.

Object Breakdown Structure (OBS) The object breakdown structure (OBS) 
can be useful to visually depict the system and its components, particularly in complex 
projects where the tasks, costs, and other aspects of the project are not immediately evi-
dent. Object breakdown structures are described in more detail earlier in this chapter.

Work Breakdown Structure (WBS) The work breakdown structure (WBS), 
described in detail earlier in this chapter, is a great way to get to the tasks in a complex 
project. A project manager or planner can decompose large efforts into smaller and 
smaller pieces, down to the task level.

Source Lines of Code (SLOC) Sizing for software projects has traditionally 
relied upon source lines of code (SLOC) estimates. Experienced systems analysts could 
make rough estimates on the numbers of lines of code required for a given software 
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project. Then, using results from past projects, the analyst could make an accurate esti-
mate for the time required to develop a program based on its length. A similar measuring 
unit is kilo lines of code (KLOC).

The advantage of SLOC and KLOC is that they are quantitative and somewhat 
repeatable for a given computer language such as COBOL, FORTRAN, or BASIC. How-
ever, these methods are falling out of favor because many of the languages in use today 
are not textual in nature.

The most direct replacement for SLOC/KLOC are methods that estimate the effort 
required to program a form, page, window, report, cell, widget, file, or calculation. For 
example, programming effort for a web application would be tied to the number of 
forms, pages, and windows in a web application, and the number of fields and vari-
ables in each.

An analogy between the older and newer methods for estimating source code is to 
estimate the time required to develop engineering drawings for an automobile. Old 
methods would rely on the weight (number of pounds, akin to number of lines of 
code) of the car. Newer methods rely on the number of individual features (engine size, 
number of doors, seats, lights, accessories, and so on).

COCOMO The Constructive Cost Model (COCOMO) method for estimating soft-
ware development projects was developed in the aerospace industry in the 1970s and 
represented an advancement in the ability to estimate the effort required to develop 
software. Three levels of COCOMO were developed, called Basic COCOMO, Interme-
diate COCOMO, and Detailed COCOMO. Only Basic COCOMO is described here.

Basic COCOMO uses a minimal number of inputs:

• KLOC The number of lines of code (in thousands).

• Complexity rating This rating for the project, expressed as “organic” 
(a smaller project with experienced software engineers and less-than-rigid 
requirements), “semi-detached” (a larger project with a mix of rigid and 
semi-rigid requirements), and “embedded” (a large project with highly 
specific and restrictive requirements).

Equations in Basic COCOMO are

E = a(KLOC)b

D = c(E)d

P = E/D

Where:

E = Effort required in man-months

D = Development time in months

P = Number of people required

The values a, b, c, and d are taken from Table 4-1.
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Let’s look at two examples. First, a software project has 32,000 lines of code and is 
classified as organic. Using the COCOMO estimating model, this effort will require 
91.3 man-months, 13.9 months of elapsed time, and require seven people.

In a second example, a software project requires 186,000 lines of code and is classi-
fied as embedded. Using the formulas here, this project will require 1,904 man-months, 
28 months of elapsed time, and 68 people. This is a large project!

Function Point Analysis (FPA) Function point analysis (FPA) is a time-proven 
estimation technique for larger software projects. Developed in the 1970s, it takes the 
approach of looking at the number of application functions and their complexity. FPA 
is not hindered by specific technologies or measuring techniques (such as lines of 
code), so it is more adaptable for today’s GUI-based software.

In function point analysis, the analyst studies the detailed design specifications for 
an application program and counts the number of user inputs, user outputs, user que-
ries, files, and external interfaces. For each, the analyst then selects a complexity weight-
ing factor for each of those five points. The number of inputs, outputs, queries, files, 
and interfaces are multiplied by their respective complexity weights, and those products 
are added together. The sum is called the number of unadjusted function points (FPs) 
for the program.

A value adjustment factor (VAF) is then determined for the application; this factor 
will raise or lower the function points based upon 14 criteria that address various as-
pects of application complexity. The total number of unadjusted function points is 
multiplied by the VAF to yield the total adjusted function points.

A sample FPA calculation table appears in Table 4-2.
The only disadvantage of function point analysis is that the value of an FP for a 

program does not directly specify the time required to develop the program. However, 
an organization that has used function point analysis in the past will probably have a 
pretty good idea on the number of man-hours or man-months each FP requires.

Other Costs In addition to man-months, other costs will need to be considered in 
a software project, including

• Development, modeling, and testing tools The project may require new 
tools for developers or additional licenses if there are more developers 
working on the project than the number of available licenses.

• Workstations Developers, testers, or users may require additional (or more 
powerful) workstations.

Table 4-1 
COCOMO 
Weighting 
Factors

Project Type a b c d

Organic 2.4 1.05 2.5 0.38

Semi-detached 3.0 1.12 2.5 0.35

Embedded 3.6 1.20 2.5 0.32
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• Servers The project may require additional servers, or upgrades to existing 
servers. Servers may be needed for production, and for development and 
testing purposes.

• Software licenses This includes operating systems, database management 
systems, application software, and possibly more.

• Network devices The project may require additional network devices such as 
switches, routers, or firewalls to tie everything together.

• Training Developers or testers may need training on the use of their tools, 
and users may need training for software.

• Equipment This could include office equipment such as copiers, and just 
about anything else.

Additional costs associated with a project may be specific to certain industries, regu-
lations, or locales.

Scheduling Project Tasks
When the project manager or planner has established the complete breakdown of tasks 
and has determined resources, dependencies, and levels of effort for each, he or she can 
create the actual project schedule. Tools such as Trac, Planner, and Microsoft Project 
will automatically assign dates to tasks once their duration, dependencies, and resources 
are identified.

After the planner has entered all of the tasks into a project planning tool, he or she 
will probably discover that the end date of the project (as calculated by the tool) is long 
after the date that senior management has defined as the end of the project.

This is where a good project planner/manager begins to earn his or her compen-
sation.

Weighting

Parameter Count Simple Average Complex Results

# of user inputs ______ × 3 × 4 × 6 = _____

# of user outputs ______ × 4 × 5 × 7 = _____

# of user queries ______ × 3 × 4 × 6 = _____

# of files opened ______ × 7 × 10 × 15 = _____

# of external interfaces ______ × 5 × 7 × 10 = _____

Total Unadjusted Function Points = _____

Multiplied by Value Adjustment Factor × _____

Total Adjusted Function Points = _____

Table 4-2 Using Function Point Analysis (FPA) to Estimate Effort Required to Develop Larger, More 
Complex Applications
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This is a critical phase in the project, when the project manager begins to analyze 

the project plan and look for ways to shorten the overall duration of the project. Methods 
for optimizing project duration and squeezing the project into management-supplied 
constraints include

• Shorten task duration The project manager should consult with subject 
matter experts who provided time estimates for each task and see whether 
those estimates were high. A good project manager may make the expert 
uncomfortable as he or she asks the expert to justify the time frames on the plan.

• Reduce dependencies The project manager can consult with subject matter 
experts to find ways to reduce dependencies, which can enable more tasks to 
run in parallel (which is okay as long as there aren’t multiple tasks stacking up 
on individual resources or teams).

• Identify critical paths The project manager can perform critical path analysis 
(discussed in more detail later in this section). This will help to point out 
which parts of the project may need additional scrutiny.

Gantt Chart A Gantt chart is a visual representation of a project where individual 
tasks occupy rows on a worksheet, and horizontal time bars depict the time required to 
complete each task relative to other tasks in the project. A Gantt chart can also show 
schedule dependencies and percent completion of each task. A sample Gantt chart is 
shown in Figure 4-4.

Program (or Project) Evaluation and Review Technique (PERT) A program 
(or project) evaluation and review technique (which is nearly always known just as PERT) 
chart provides a visual representation of project tasks, timelines, and dependencies. A 
PERT chart shows project tasks left-to-right in time sequence, with connectors signify-
ing dependencies. An example PERT chart is shown in Figure 4-5.

Critical Path Methodology (CPM) A PERT chart helps to illustrate how a proj-
ect is a “network” of related and sequenced tasks. In this network it is possible to draw 
“paths” through ordered tasks from the beginning to the end of the project.

When a PERT chart includes notation regarding the elapsed time required for each 
task, then you can follow each path through the network and add the elapsed time to 
get a total time for each path.

A project’s critical path is that path through the PERT chart with the highest total 
elapsed time.

It is important to identify the critical path in a project, because this allows the proj-
ect manager to understand which tasks are most likely to impact the project schedule 
and to determine when the project will finally conclude. When a project manager 
knows which tasks are on the critical path, he or she can perform analysis and attempt 
to improve the project plan through one of the following:
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• Start critical tasks earlier If a critical-path task on a project can be started 
earlier, then this will directly affect the project’s end date. To be able to start 
a task earlier, it may be necessary to change the way that earlier dependent 
tasks are performed. For example, a Unix system administrator can be 
brought into a project a week earlier to begin critical tasks such as building 
servers.

• Reduce dependencies If earlier tasks in the project can be changed, 
then it may be possible to remove one or more dependencies that will 
allow critical tasks to begin (and hence, end) earlier. For example, a task 
“Install operating system” depends on an earlier task, “Purchase server.” 
If the organization has an available server in-house, then the project does 
not need to wait to order, purchase, and receive a server. By using an 
in-house server, the task “Install operating system” can be started earlier.

• Apply more resources to critical tasks Some labor-intensive tasks can 
be completed more quickly if more resources are available to assist with 
the task. An experienced project manager will be able to identify the 
types of tasks that can be shortened by adding resources. An old adage 
says, “Nine women cannot make a baby in one month.” Experienced 
project managers are keenly aware of the concept behind this truth.

Figure 4-4 A Gantt chart illustrates task duration, schedule dependencies, and percent completion.
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Figure 4-5 A PERT chart helps to visualize time sequence and dependencies in a project. (Illustration courtesy of Digital Aardvark Inc.)
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NOTE NOTE It is impossible to rid a project of critical paths. It is, however, possible 
(and even essential) to perform one or more rounds of critical-path analysis 
to find opportunities to shorten the project schedule. This can also help to 
smooth out resource utilization so that people on a project team are used 
more constantly. 

Peaks and valleys of resource utilization are more costly and disruptive. They’re 
more costly, especially when external resources (for example, contractors and consul-
tants) are used, since on-again off-again resource utilization may incur extra fees. But 
they can also be costly for internal resources if personnel are being shuttled back and 
forth between projects. Starts and stops can mean that personnel incur startup time as 
they move back and forth between projects.

Timebox Management For many projects, time is the primary constraint, and in 
such projects, the end date is nonnegotiable. A timebox is a period in which a project (or 
a set of tasks within a project) must be completed.

Timeboxing can increase the chances that a large project can be completed, by split-
ting it into several periods (each usually a few weeks long). Each timebox has its own 
budget, which is fixed. The deliverable for each timebox, however, can be adjusted 
somewhat, provided that the customer (or primary end user) agrees with any changes. 

NOTE NOTE The main problems that timeboxing overcomes are procrastination 
and projects whose timelines slip. One characteristic of software developers 
is a tendency to strive for perfection on a project. The result of this tendency 
is that developers will complete a task, and then repeatedly “preen” the 
output, which takes considerable extra time with little tangible benefit.

Squeeze to Fit
Left to their own accord, most projects would greatly overrun the period and bud-
get intended by their sponsors and customers. An initial project plan for a simple 
software development project, for example, may span nine months—but manage-
ment, being astute with the timing of software projects, wants it done in three.
Most project managers are capable of creating project plans whose schedules 
extend practically to infinity. However, management should (and does) apply 
pressure to shorten a project’s schedule, often by a significant proportion.

What separates expert project managers from the rest is their ability to opti-
mize a project plan by relentlessly seeking opportunities to compress the sched-
ule by removing dependencies. They achieve this by becoming familiar with the 
details of every task and by asking tough questions of the experts on the team.
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Project Records
Projects need to have a written record of their proceedings, from project inception to 
shutdown. The purpose of these records is to help project managers and other project 
team members keep track of the details related to the project during its lifetime and 
beyond.

The types of records that most often need to be kept for a project include

• Project plans Initial project plans as well as the records used to track task 
scheduling and completion.

• Project changes Proposed and approved (as well as rejected) changes to the 
project schedule, deliverables, budget, and so on, need to be recorded.

• Meeting agendas and minutes Issues, decisions, and other matters 
encountered and discussed from week to week.

• Resource consumption Purchase orders, invoices, and receipts for 
equipment, supplies, and services. This may also include time sheets and 
invoices for contractors, consultants, and other service providers.

• Task information Details associated with the performance and/or 
completion of project tasks.

Project Documentation
Virtually every IT project needs to include documentation that describes the software or 
application that is built or modified. Documentation helps a wide audience on many 
aspects of an application including

• Users End users who use applications need to understand how they are 
supposed to be used. This includes the operation of all user interfaces, the 
business meaning of application controls, and how to solve typical problems 
and issues.

Good, Cheap, Fast: Pick Any Two
Experienced project managers are—consciously or unconsciously—aware of the 
Good-Cheap-Fast triangle in project management. For any project, for the charac-
teristics Good, Cheap, and Fast, management may choose which two characteristics 
are the most desirable. Whichever two they select, the third characteristic will take 
an inverse trend.

These are the three principles:

• If project is Good and Cheap, it will not be Fast.

• If project is Good and Fast, it will not be Cheap.

• If project is Cheap and Fast, it will not be Good.

While these statements are not absolute, they are reasonable principles to 
keep in mind when managing issues that affect budget, schedule, and the quality 
of the project’s outcome.
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• Support If end user support is provided, these individuals need to know 

how to guide users through typical and not-so-typical problems, and how 
to fix common problems.

• IT operations System operators who monitor and operate applications need 
to know what they are supposed to do. This can include application, database, 
and operating system monitoring, problem identification and resolution, 
backups, system recovery, and daily or weekly tasks.

• Developers Detailed descriptions of the application will help current and 
future developers understand how the software application works. Descriptions 
of the inner workings of individual programs and tools, internal and external 
data flows, interfaces, and state diagrams will help developers understand an 
application so that they can more easily support problems and make future 
changes.

• Auditors IT and business auditors who audit the application or the business 
process(es) supported by the application need to know how the application 
works. This includes business controls such as access controls and the 
enforcement of business rules, as well as the manner in which business 
information is stored and processed.

• Configuration management This includes information on the methods to 
be used to manage and record configuration changes in the application and in 
the supporting infrastructure and services.

• Disaster recovery and business continuity planning If the application 
supports a business process that is in-scope for business continuity planning 
or disaster recovery planning, then a complete set of documentation is 
required that describes system recovery and emergency operations.

• Management Company management needs to understand how applications 
support critical business functions, as well as information about the internal 
and external resources required to build and support the application.

NOTE NOTE For software projects where existing applications are being updated, 
all of the existing documents associated with the application need to be 
reviewed and updated.

Project Change Management
When a project is launched, company management has agreed to sponsor and allocate 
resources to the project, based upon the objectives of the project at its onset. As a project 
is launched and as it progresses week by week, the project manager and team will meet 
regularly to discuss the schedule and any issues that arise that were unanticipated at the 
start of the project.

While managing the project schedule, a project manager could be tempted to adjust 
the end date on a task that is running late, to adjust affected downstream tasks. How-
ever, doing so may affect the budget or the final project deliverable. Management might 
not appreciate the project manager making arbitrary changes to the project schedule 
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without asking for permission. If management permits this degree of latitude from the 
project manager, it is likely that the schedule will continue to slip here and there, 
significantly affecting the final completion date as well as the budget and resource 
utilization. This type of change cannot be permitted to take place.

Issues that affect the overall project schedule, deliverables, resources, and budget 
need to be formally identified and submitted for approval through a formal change 
process. Management needs to establish parameters for changes to budget, schedule, 
deliverables, and resources. For example, any proposed project change that results in a 
change of budget or final delivery date would need to be approved by management. 
The procedure for making changes to the project should be done in two basic steps:

 1. The project team, together with the project manager, should identify the 
specific issue, its impact on the project, and their proposed remedy. This 
information should be packaged into a formal request.

 2. This change request should be presented to management, either in one of the 
regular project meetings, or in a separate meeting that includes the project 
manager, any relevant project team members (experts in the specific matter 
to be discussed), and members of senior management—preferably those who 
are sponsoring the project. The proposed change and its impact on the project 
should be discussed, and management should make a decision on whether to 
approve the change.

It should be evident that not every small change needs to go through this process. 
A spending increase of $10 is hardly a reason to call a management review, and an 
increase of $10,000 done without any review may make management fuming mad. 
Management needs to set some parameters so that change reviews will only take place 
when changes exceed arbitrarily set thresholds.

Smaller changes in schedule and budget can be made a part of a regular project 
status report that should be sent to management and project sponsors. Smaller issues 
of changes to budget, schedule, and resources can be highlighted so that management 
is aware of these less significant changes.

NOTE NOTE Tracking changes in a project is as important as tracking the project’s 
activities. Only through tracking of project changes such as schedule, resource, 
and cost adjustments can the project manager and senior management 
understand the status of a project at any given time.

Project Closure
When the developed or updated application is completed, the application will be 
handed over to users and support staff. Before the project team disbands, some project 
closure activities need to take place:

• Project debrief Here, project team members conduct an honest assessment 
on the performance of the project. Every aspect of the project is considered: 
project management, management support, team member participation, user 
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participation, tools and technologies, issues and how they were managed, and 
turnover. Lessons on what went well and what did not are included.

• Project documentation archival All of the records associated with the project 
are archived for future reference. This includes project plans, memorandums, 
meeting agendas and minutes, budgets, drawings, specifications, requirements, 
documentation, and practically everything else.

• Management review This is similar to the project debrief and may be the 
same or a different activity than the project debrief. Management provides 
the same kind of feedback on the performance of the project that project 
team members do themselves.

• Training Users, operators, support, and analysts need to be trained on the 
new or changed system. In some cases this should be handled prior to project 
closure, particularly if users will be using the system before that time.

• Formal turnover to users, operations, and support When the project is 
completed, the project team formally relinquishes control of all the elements 
of the project. Responsibility for managing and operating the application 
is transferred to IT operations and support. Responsibility for using the 
application is transitioned to business owners and end users.

Project Management Methodologies
Planning, initiating, and managing a project is a complex undertaking, and there are 
many different types of projects, even within an individual organization. Several project 
management methodologies are in use. These methodologies differ in approach, docu-
mentation, and management techniques.

Project Management Body of Knowledge (PMBOK)
The PMBOK guide is an international standard (IEEE Std 1490-2003) that defines the 
essentials of project management. The PMBOK is process based; processes are de-
scribed as

• Inputs (documentation, plans, designs, and so on)

• Tools and techniques (mechanisms applied to inputs)

• Outputs (documentation, products, or services)

In the PMBOK model, processes in most projects are arranged in five process groups 
and nine knowledge areas. The process groups for running a project are

 1. Initiating

 2. Planning

 3. Executing

 4. Controlling and Monitoring

 5. Closing
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The knowledge areas are

 1. Project Integration Management

 2. Project Scope Management

 3. Project Time Management

 4. Project Cost Management

 5. Project Quality Management

 6. Project Human Resource Management

 7. Project Communications Management

 8. Project Risk Management

 9. Project Procurement Management

The process groups and knowledge areas form a matrix, where every process within 
project management falls into one knowledge area and one group.

NOTE NOTE The PMBOK is described in a publication called A Guide to the 
Project Management Body of Knowledge, published by the Project Management 
Institute (PMI).

PRojects IN Controlled Environments (PRINCE2)
The PRojects IN Controlled Environments (PRINCE2) is a project management frame-
work that was developed by the U.K. Office of Government Commerce. Like PMBOK, 
PRINCE2 is a process-driven framework. The elements of the framework consist of 45 
subprocesses that are organized into eight top-level processes:

 1. Starting Up a Project (SU)

 2. Planning (PL)

 3. Initiating a Project (IP)

 4. Directing a Project (DP)

 5. Controlling a Stage (CS)

 6. Managing Product Delivery (MP)

 7. Managing Stage Boundaries (SB)

 8. Closing a Project (CP)

Each of these processes has its own structure and additional detail that describe 
steps and required activities. The structure and information flow in PRINCE2 is illus-
trated in Figure 4-6.

NOTE NOTE PRINCE2 is the de facto project management framework in the 
United Kingdom and several other countries.
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Scrum
Scrum is an iterative and incremental process most commonly used to project manage 
an agile software development effort. Scrum defines several roles:

• ScrumMaster This is the project manager or team leader.

• Product owner This is the customer, or the customer’s representative who 
speaks for the customer.

• Team These are the project team members who do the actual project work.

• Users These are the people who will be using the software once it has been 
developed or updated.

• Stakeholders These are other parties who contribute in some way to the 
project, such as customers, vendors, and suppliers.

• Managers These individuals provide resources to the project.

These roles belong to two major groups, pigs and chickens (I am serious, please stay 
with me here), after a semifamous pig and chicken joke. The pigs are the ScrumMaster, 
product owner, and team members. Like the pig in the joke, these persons are totally 
committed to the project and their jobs are on the line.

A typical Scrum team is just five to nine members. Larger projects are organized into 
a Scrum of Scrums that scales upwards to include hundreds of programmers.

The chickens are those persons who are not a part of the actual project team, but are 
involved in the project to a somewhat lesser extent. The chicken roles are the users, 
stakeholders, and managers. While interested in the outcome of the project, their jobs 
are probably not on the line.

Figure 4-6 The PRINCE2 process structure and information flow
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A typical Scrum project consists of a sprint, a focused effort to produce some portion 
of the total project deliverable. A sprint usually lasts from two to four weeks.

The project team meets every day in a meeting called the daily standup (or the Daily 
Scrum) that lasts no more than 15 minutes. It is called a standup because participants 
usually stand (it helps the meeting go faster). The ScrumMaster leads the meeting and 
asks three questions of each team member:

 1. What have you done since yesterday?

 2. What are you planning to do by tomorrow?

 3. What obstacles are preventing you from completing your work?

While chickens are welcome to join the daily standup, only pigs are permitted to 
speak.

At the end of each sprint, a sprint retrospective is held, a meeting that is a reflection 
of the just-completed sprint. A retrospective is usually limited to four hours.

The documents that are created and maintained in a Scrum project are

• Product backlog This is a list of required features that describes deliverables 
for the entire project (not just the current sprint).

• Sprint backlog This is a detailed document that describes how the project 
team will implement requirements for the current sprint.

• Burn down chart This is a document that shows the number of remaining 
tasks for the current sprint or the count of items on the sprint backlog.

The Scrum process is illustrated in Figure 4-7.

The Pig and the Chicken
A pig and a chicken are walking down a road. The chicken looks at the pig and 
says, “Hey, why don’t we open a restaurant?” The pig looks back at the chicken 
and says, “Good idea. What would you like to call it?” The chicken thinks about 
it and says, “Why don’t we call it ‘Ham and Eggs’?” “I don’t think so,” says the pig, 
“I’d be totally committed but you’d only be involved.”

Figure 4-7 The Scrum process consists of one or more sprints that produce project deliverables 
every two to four weeks.
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NOTE NOTE Despite the humor in its terminology, Scrum is taken seriously and is 
used by several large software product firms such as IBM and Microsoft.

The Software Development Life Cycle (SDLC)
Developing and maintaining software is a very complex undertaking that requires a 
great deal of structure, organization, and discipline. Application software is used to 
automate or support key business processes. Organizations rely heavily on applications 
to be operating properly, on demand, and with sufficient capacity.

Designing, developing, and using software requires a diverse array of skills that are 
typically located in several parts of an organization. These diverse skills are carried out 
by persons with different levels and styles of education, and in the workplace these dif-
ferent groups of people are sometimes suspicious of one another and believe that the 
others do not really understand the way things ought to be.

Software development projects are expensive. Given the cost of developers, project 
managers, software tools, and computer hardware, even a “small” project can easily run 
many tens of thousands of dollars, and large projects can cost several million.

Management wants the project to finish on time and on budget, and users want the 
software to operate as promised. Shareholders want the entire development process to 
be efficient and effective.

NOTE NOTE The exam may include multiple questions related to the SDLC or its 
business process equivalent, the BPLC, covered later in this chapter. Familiarity 
with the phases of the SDLC is key to success in these questions.

These factors are among those that demand that the software development process 
be highly organized and structured, so that all activities are performed according to a 
plan. The software development life cycle (SDLC) is a framework for deciding what soft-
ware should do, building it accordingly, performing testing to verify features, placing it 
in production, providing support, and maintaining it after initial implementation.

SDLC Phases
The software development life cycle (SDLC) is the term used to describe the “end-to-end” 
process for developing and maintaining software. A common structure for SDLC is a 
waterfall style framework that consists of distinct phases: 

• Feasibility study

• Requirements definition

• Design

• Development

• Testing

• Implementation

• Post-implementation
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Organizations often employ a “gate process” approach to their SDLC by requiring 

that a formal review be held at the conclusion of each phase, before the next phase is 
permitted to begin.

In addition to the waterfall SDLC model, iterative and spiral models are also used 
in SDLC processes. The iterative and spiral models both operate in (visually) circular 
modes, as opposed to the linear waterfall model.

The spiral model consists of the development of requirements, design, and one or 
more prototypes, followed by additional requirements and design phases until the entire 
design is complete. Similarly, the development in the iterative model goes through one 
or more loops of planning, requirements, design, coding, and testing, until develop-
ment and implementation are considered complete.

SDLC in this section is described from the waterfall model’s perspective. The activities 
discussed in this section in the waterfall model are quite similar to those in the iterative 
and spiral models.

Software and Business Capabilities Imagined
The first phase of the SDLC is the feasibility study. But how does the feasibility study 
get started? It does not create itself, but instead the feasibility study is started as a result 
of some pre-SDLC event.

An instantiation of the SDLC is created when management has decided that some 
new software application is needed, or when significant changes are needed in an existing 
application. By “instantiation” I mean that management has made a decision to initi-
ate the process to develop or update a software application. Management makes such a 
decision as a response to an event, which could be any of the following:

• Changes in market conditions For example, the entrance of a new competitor, 
or the development of a new product or service feature by a competitor, may 
spur management to want to respond by matching the competitor’s capabilities. 
A competitor can also create a new market through an innovation in products 
or services; this kind of a move sometimes needs to be answered by making a 
change to maintain parity with the competitor. Or, your organization may be 
the one that creates a new market through some groundbreaking innovation 
in the way that it does business or in what it delivers to its customers.

• Changes in costs or expenses Dramatic shifts in capital or expense costs 
may force an organization to make changes. For instance, higher fuel costs 
may prompt the organization to reduce field service calls, but doing so might 
require better remote diagnostic and self-healing capabilities. In the 1990s, 
the shift to software development outsourcing required transformations in 
development methodologies that prompted organizations to make or buy 
better defect-management applications. And, dropping telecommunications 
costs and higher bandwidth means that online service providers began to 
ratchet up their offerings, most of which required enhancements to existing 
online service applications, and sometimes brand-new ones.

• Changes in regulation The rise in dependence on technology has resulted 
in some negative events, which in turn result in new legislation or changes 
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in existing legislation. Examples of new and updated regulation include 
Sarbanes-Oxley, GLBA (Gramm Leach Bliley Act), HIPAA (Health Insurance 
Portability and Accountability Act), FERC/NERC (regulations from Federal 
Energy Regulatory Commission and the North American Electric Reliability 
Corporation), USA PATRIOT Act (Uniting and Strengthening America by 
Providing Appropriate Tools Required to Intercept and Obstruct Terrorism 
Act of 2001), PCI DSS (Payment Card Industry Data Security Standard), and 
many others. Many of these regulations require organizations to implement 
additional safeguards, controls, and recordkeeping to information systems. 
Sometimes this results in an organization opting to discontinue use of an 
older information system in favor of making or buying a newer application 
that can more effectively comply with applicable laws.

• Changes in risk New types of vulnerabilities are discovered with regularity, 
and new threats are developed in response to vulnerabilities as well as changes 
in economic conditions and organizational business models. In other words, 
hackers find new ways to try and attack systems for profit within the growing 
cyber-criminal enterprises of the world. Applications that were considered safe 
just a few years ago are now known to be too vulnerable to operate. Reducing 
risk sometimes means making changes to application logic, and sometimes it 
requires that an application be discontinued altogether.

• Changes in customer requirements  Similarly, changes like those just 
discussed will often prompt customer organizations to ask for new features 
or for changes in existing features in the products and services they buy. Often 
this requires changes in processes and applications to meet these customers’ 
needs.

NOTE NOTE Internal and external events prompt management to action by 
initiating changes in business processes, product designs, service models, and, 
frequently, the software applications that are used to support and manage 
them. What begins as informal discussion turns to more formal actions and, 
finally, to the initiation of a project to make changes.

Feasibility Study
The feasibility study is the first formal phase in the SDLC. The feasibility study is an 
intellectual effort that seeks to determine whether a specific change or set of changes in 
business processes and underlying applications is practical to undertake.

Capital and money are the fuel and lubricant for an organization. Often the purpose 
of a feasibility study is not to answer the question, “Can a specific type of change be 
made to the business?” but rather, “Is a specific type of change to the business feasible 
from a cost and benefit perspective?” In other words, the feasibility study is an analysis 
of proposed changes to business processes and supporting applications, including the 
costs associated with making those changes, and the benefits that are expected as a 
result of those changes. While there is often a qualitative aspect in the feasibility study, 
there is almost always a quantitative aspect that states, “These specific changes will cost 
XXX to build, YYY to maintain, and are anticipated to make a ZZZ impact on revenue.”
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Organizations don’t always make changes to business processes to increase revenue 

or reduce costs. However, revenue and costs are nearly always the quantitative elements 
that receive attention. For example, if an organization is enacting changes to processes 
and systems to remain compliant with regulations, management is still going to be 
interested in the cost and revenue impact that the changes will bring about.

A feasibility study often will propose two or more approaches to a particular chal-
lenge. For instance, if a project has been initiated as a result of changes in market condi-
tions, the purpose of the feasibility study may be to explore various ways to respond to 
those market conditions; and for each way to respond, there may be two, three, or more 
ways to implement the change by using a variety of technologies or approaches. For 
example, when the online video rental market became crowded and margins dimin-
ished (a market condition), companies in this market space responded by offering new 
ways for its customers to view movies—in particular by downloading them directly and 
thereby eliminating the need to ship DVDs through the mail. The companies in the 
online video rental market may well have considered other ways of expanding or 
differentiating their services, such as rent-to-own, surprise movies (an extra movie in 
addition to the one ordered), a rewards program, or incentives for discounts by having 
customers create written reviews for movies viewed.

Considerations that the feasibility study should also include are

• Time required to develop or acquire software (or to make changes) and 
whether the solution can be developed or acquired within that time frame

• A comparison between the cost of developing the application versus buying one

• Whether an existing system can meet the business need

• Whether the application supports strategic business objectives

• Whether a solution can be developed (or acquired) that is compatible with 
other IT systems

• The cost of building interfaces between the new system and other existing 
systems

• The impact of the proposed changes to the business on regulatory compliance

• Whether future requirements can be met by the system

A feasibility study should seek to uncover every reasonable issue and risk that will 
be associated with the new system. The study should have the appearance and form of 
impartiality, and should not reflect the biases and preferences on the part of those who 
are taking part in the feasibility study or its outcome.

A feasibility study may also include or reference a formal business plan for the 
proposed new activity. A business plan is a formal document that describes the new 
business activity, its contribution and impact to the organization, resources required to 
operate the activity, benefits from operating the activity, and risks associated with the 
activity.
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NOTE NOTE When the feasibility study has been completed, a formal management 
review should take place, so that senior management fully understands the 
results and recommendations of the study, and whether the project should 
proceed or whether any changes to the plan should take place.

Requirements Definition
Requirements describe necessary characteristics of a new application or of changes being 
made to an existing application. They will describe how the application should work, 
as well as the technologies that it should support. The types of requirements used in 
software projects are

• Business functional requirements

• Technical requirements and standards

• Security and regulatory requirements

• Disaster recovery and business continuity requirements

• Privacy requirements

These types of requirements are described in detail in the remainder of this section.

Business Functional Requirements Nearly every software project will include 
functional requirements. These are statements that describe required characteristics 
that the software must have to support business needs. This includes both the way that 
the software accepts, processes, and produces information, and how users interact with 
the software in terms of technology, appearance, and user interface function.

Functional requirements should be a part of new software acquisitions as well as 
modifications or updates to software.

Example functional requirements resemble the following:

• Application supports payroll tax calculations for U.S. federal, states, counties, and cities.

• Application supports payment by credit card and electronic check.

• Application encrypts credit card numbers, social security numbers, and driver’s license 
numbers in storage and when transmitted.

Notice that the preceding examples do not specify how the application is to accom-
plish these things. Business requirements are interested in what the application does; the 
application designer will determine how the application will support those requirements.

There are a few circumstances where new business requirements are not needed for 
a software modification. For example, if a software interface is being upgraded, an existing 
software program may need to be modified to work with the new interface. A change 
like this should be transparent to users, and the software should not differ in the way 
that it supports existing business requirements. So, in a way, it can be argued that busi-
ness requirements apply even in this case: the program will still be required to adhere 
to existing business functional requirements.
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NOTE NOTE It is not unusual for a formal requirements document to span many 
hundreds of pages. This will be the case especially for larger and more 
complex applications such as Customer Relationship Management (CRM), 
Enterprise Resource Planning (ERP), Manufacturing Resource Planning (MRP), 
or service management systems.

Technical Requirements and Standards To help the organization remain 
efficient, any new application or system should use the same basic technologies that are 
already in use (or that are planned on being used in the long term). The details related 
to maintaining the consistency that is required constitute the majority of technical 
requirements and standards.

An organization of any appreciable size should have formal technical standards 
in place. These standards are policy statements that cite the technologies, protocols, 
vendors, and services that make up the organization’s core IT infrastructure. The 
purpose of standards is to increase technological consistency throughout the entire IT 
infrastructure, which helps to simplify the environment and reduce costs. Standards 
should include the following:

• Server hardware, operating system, and operating system configuration

• Server tools and services

• Interfaces

• Database and storage management system

• Network architecture, communications protocols, and services

• Authentication and authorization models and protocols

• Security architecture, hardening, configuration, and algorithms

• Software development methodologies, tools, languages, and processes

• User applications and tools

In addition, an organization may have other standards that describe methodolo-
gies, technologies, or practices.

When an organization is considering the acquisition of a new system, the require-
ments for the new system should include the organization’s IT standards. This will help 
the organization select a system that will have the lowest possible impact on capital and 
operational costs over the lifetime of the system.

Besides IT standards, many additional technical requirements will define the desired 
new system. These requirements will describe several characteristics of the system 
including

• How the system will accept, process, and output data

• Specific data layouts for interfaces to other systems

• Support of specific modules or tools that will supplement or support application 
functions (for example, the type of tax table that will be used in an invoicing 
or payroll system)
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• Language support

• Specific middleware support

• Client platform support

NOTE NOTE The entire body of technical requirements should accomplish two 
sweeping objectives: first, to ensure that the new system will blend harmoniously 
with the existing environment; and second, that the new system will operate as 
required at the technical level.

Security and Regulatory Requirements Security and regulatory require-
ments must be developed to ensure that the new application will contain appropriate 
controls and characteristics that will protect sensitive information and comply with 
applicable regulations.

Security and regulation are sometimes strange bedfellows and sometimes symbi-
otic. It is often better to split security and regulatory requirements into two separate 
sections. However, security and regulation are often mashed together, since it seems 
that the majority of recent applicable regulations are security related. I have kept these two 
topics in a single section because I suspect that most readers expect to find security and com-
pliance together, but I recommend you separate them, since many security require-
ments are not associated with regulations, and because many regulations are not 
security related. In the remainder of this subsection I will keep them separated.

Organizations should have an existing security requirements document that can be 
readily applied to any software development or acquisition project. These requirements 
should describe the business and technical controls that address several security topics 
including

• Authentication This broad category includes many specific requirements 
related to the manner in which application users authenticate onto the system. 
For systems that perform autonomous authentication, this will include all of 
the password quality requirements (minimum length, expiration, complexity, 
and so on), account lockout settings, password reset procedures, user account 
provisioning, and user ID standards. Authentication standards may also include 
requirements for machine and system accounts in support of automated functions 
in the application. For applications that use a network-based authentication 
service such as LDAP (Lightweight Directory Access Protocol), Kerberos, or a 
single-sign-on (SSO) solution, security requirements should describe how the 
application must interface with a network authentication service.

• Authorization This category includes requirements related to the manner in 
which different users are granted access to different functions and data in the 
application. Authorization requirements may include the way in which roles 
are established, maintained, and audited. An organization may require that 
the application support a number of “roles,” which are templates that contain 
authorization details that can be applied to a user account.

ch04.indd   167 9/15/2009   12:56:33 PM



CISA Certified Information Systems Auditor All-in-One Exam Guide

168
• Access control This category has to do with how the application is configured 

to permit access to users and/or roles. Unlike authorization, which is about 
assigning roles to users, access control is concerned with assigning access 
permissions to objects such as application functions and data. Depending 
upon the way in which an application is designed, permissions assignment 
may be user-centric, object-centric, or both.

• Encryption Really another form of access control, encryption is used to hide 
data that, for whatever reason, may exist in “plain sight” and yet must still be 
protected from those who do not have authorization to access it. Encryption 
standards will fall into two broad categories: (1) data requiring encryption 
in certain settings and contexts, and with certain encryption algorithms and 
key lengths; and (2) key management to be handled in specific ways that will 
permit the application to be operated similarly to other applications in the IT 
environment.

• Data validation Applications should not blindly trust all input data to 
be properly formed and formatted. Instead, an application should perform 
validation checks against input data, whether a user types in input data on an 
application input form, or if the application receives the data via a batch feed 
from a trusted source. Data validation includes not only input data, but also 
the results of intermediate calculations and output data. Requirements should 
also specify what the application should do when it encounters data that fails 
a validation check.

• Audit logging This is the characteristic whereby the application creates an 
electronic record of events. These events include application configuration 
changes, adding and deleting users, changing user roles and permissions, 
resetting user login credentials, changing access control settings, and, of 
course, the actions and transactions that the application is designed to 
handle. Requirements about audit logging will be concerned with audit 
logging configuration that is used to control the type of events that are 
written to an audit log, as well as the controls used to protect the audit 
log from tampering (which, if permitted, could enable someone to “erase 
their tracks”).

• Security operational requirements Management of passwords, encryption 
keys, event logs, patching, and other activities are required to maintain an 
application’s confidentiality, integrity, and availability.

Disaster Recovery and Business Continuity Requirements Applica-
tions that do—or may in the future—support critical business functions included in an 
organization’s disaster recovery plans need to have certain characteristics. Depending 
upon specific recovery targets specified for the business process supported by the applica-
tion, these requirements may include the ability for the application to run on a server 
cluster, support data replication, facilitate rapid recovery from backup tape or database 
redo logs, run in a load-balanced mode, or be installed on a cold recovery server without 
complicated, expensive, or time-consuming software licensing issues. Requirements 
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could also require the ability for the application to be easily recovered from a server 
image on a SAN (storage area network), operate correctly in a virtual server environ-
ment, and operate correctly in an environment with a vastly different infrastructure 
(such as may be found in a recovery environment such as a hot site). An application 
might also be expected to work with a different brand or version of database manage-
ment system, or to coexist with other applications, even though it may usually be 
configured to run on a server by itself.

Privacy Requirements In the broadest sense, privacy is about two distinctly 
different issues. First, privacy has to do with the protection of personally sensitive infor-
mation so that it cannot be accessed by unauthorized parties. This aspect of privacy 
neatly falls into the umbrella of security: security requirements can be developed that 
require access controls or encryption of personal information.

The other aspect of privacy is the prevention of proliferation of personally sensitive 
information. This has a lot less to do with security and more to do with how the orga-
nization treats privacy information and whether it permits this information to be 
passed on to other organizations for their own purposes. In this regard, privacy is about 
business functionality that is specifically related to how the application handles per-
sonal information.

For example, if an application includes canned reports about customers that are 
sent to third parties, those reports should be configurable so that they can contain (or 
omit) certain fields. For instance, date of birth might be omitted from a report that is 
sent to a third-party organization in order to reduce the possibility of the third party 
using or abusing information to the detriment of individual customers. The rule in this 
case is, you can’t abuse or misuse information you do not possess.

Privacy is often addressed by regulation, so an organization may choose to classify 
privacy requirements in a privacy section or in a regulations section.

Organizing and Reviewing Requirements In a software project where 
many individuals are contributing requirements, the project manager should track 
each requirement back to a specific individual, so that person can justify or explain 
those requirements if needed.

When all requirements have been collected and categorized, the project manager 
should check with each contributor to make sure that each requirement is actually a 
requirement and not merely a nice-to-have feature. Perhaps each requirement can be 
weighted or ranked in order of importance. This will help, especially in an RFP (request 
for proposal) situation where analysts need to evaluate suppliers’ conformance to indi-
vidual requirements. This helps project personnel to better determine which vendors 
are able to meet the requirements that matter most.

The RFP Process The vast majority of mainstream business functions such as 
accounting, customer relationship management, incident management, sales force 
management, and enterprise resource planning can be handled exceedingly well using 
common off-the-shelf (COTS) software. Advances in COTS software have resulted in 
most IT organizations only needing to develop custom interfaces between COTS applica-
tions and the development of specialized programs that cannot be readily obtained. 
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Thus, the SDLC process can be morphed somewhat to accommodate the fact that most 
big software projects are a matter of buying, not making.

• Requirements This trend makes the development of good requirements 
much more important, since the matching of different vendors’ software 
products with business and technical requirements depends mostly on 
requirements. The software that is obtained is configurable only to a point, 
and it probably will not be able to perform other functions so easily. In an 
environment where a business analyst or project manager realizes that some 
requirements were omitted, if the organization wrote its own software, then 
it might be pretty easy to change the application. If, on the other hand, some 
important requirements were omitted and a product selection was made in 
the absence of those requirements, the organization may have to live without 
the functionality related to those requirements. It’s kind of like specifying a four-
passenger automobile because you forgot about that fifth family member; 
now that you’ve got the car, it’s difficult to make a change.

• Vendor financial stability When an organization is considering purchasing 
or licensing software from a software vendor, the organization should examine 
the financial stability of the vendor. This is done as a way of determining 
whether the vendor is likely to be in business in the future. If the vendor’s 
financial fundamentals are unhealthy, then purchasing software from this 
vendor is a risky proposition, since the vendor may not be in business in the 
future. This would probably require the organization to change its software in 
another expensive application migration that could have been avoided.

• Product roadmap While the software vendor may be healthy, it’s also 
important to understand the vendor’s long-term vision for its product. This 
includes not only business functionality but also the technical platforms that 
will be supported in the future. In this regard it is also useful to know whether 
any of the vendors being considered can be deemed to be market leaders or 
market followers. If the organization shopping for software is likewise a market 
leader, it may make more sense to select a market-leading company that will be 
able to keep up with the organization’s own vision and market leadership.

• Experience It’s important to understand how much experience a prospective 
vendor has. A suitable vendor should have many years of experience developing 
software for the solution that the organization is trying to solve. This will 
help to clarify whether the vendor has been in the business of developing 
this particular type of software for a long time, or whether it has only recently 
entered the market. Deep experience will give confidence that the vendor has 
experience helping its customers solve the types of business problems that 
its software is designed to solve, whereas a company with little experience 
will probably have more difficulty helping its customers solve even simpler 
business problems, not to mention unusual or complex problems. You do not 
want to be in the position of calling the software vendor to ask, “Hi, we have a 
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new kind of problem that we need to solve,” only to receive the answer, “Well, 
we won’t be able to be of much help because we’re new at this ourselves.”

• Vision Even for a software product as mundane as accounting, it is 
important to know each vendor’s vision for how it aims to innovate and to 
approach business problems in the future. If a vendor’s vision varies widely 
from your organization’s vision, perhaps that particular vendor is not the 
best choice. However, a difference in vision should almost never disqualify a 
vendor entirely, but it should be just one more variable in the long equation 
of vendor selection.

• References When an organization is considering purchasing software from 
an outside vendor, it is wise to discuss the vendor with at least two or three 
reference clients. I suggest that a standard questionnaire be developed before 
any vendor contacts are made. A questionnaire will help the project manager 
or business analyst to collect the same information from each reference 
customer. This will help the organization more easily compare reference 
information that has been collected from several reference clients.

Questions asked of reference clients fall into several areas:

• Satisfaction with installation If the software vendor will be helping with 
software installation and setup, ask reference clients about the quality of 
this effort. Find out what kinds of specific issues came up and how the 
vendor managed them.

• Satisfaction with migration If the software vendor is going to be assisting 
with migrating business functionality to the new software application, ask 
each reference client about the quality of this effort. Whether it went well or 
not so well, get the names of specific personnel, so that your organization 
can (if feasible) ask that certain vendor staff be there to support migration.

• Satisfaction with support Find out from each reference client whether 
they are satisfied with each vendor’s support organization. See if the support 
organization provides timely, high-quality, and consistently good service.

• Satisfaction with long-term roadmap Ask the reference client if they 
are satisfied with each vendor’s long-term product roadmap. Ask what 
strengths and weaknesses are in the roadmap.

• What went well Find out each vendor’s strengths and try to determine if 
those strengths are associated with individual vendor employees or with the 
vendor overall. Ask if the reference client would choose the vendor again, 
and why (or why not).

• What did not go so well Ask the reference client what parts of their 
software project did not go so well. Find out if the reference client believes 
their experience to be associated with one specific vendor employee or 
whether their problems were with the entire company as a whole.
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Finally, ask each vendor’s reference client what other questions should have been 

asked. Sometimes you’ll find out about a completely different set of activities that were 
associated with the vendor’s migration.

• Evaluation When you have received RFP responses from each vendor, you 
can begin to chart the responses in a multicolumn spreadsheet with each 
vendor’s responses in a separate column. You can even score each response 
with a Low-Medium-High rating, and use that to see how the vendors rank 
in terms of requirements and references. If the field of potential vendors can 
be reduced to the top two or three vendors, you may wish to evaluate their 
products in your IT environment for a time.
 Evaluation means having the software in your organization to install and try 
out with some users. The evaluation should be highly scripted—not to “win” 
or “lose,” but to systematically verify that the software performs as claimed, 
and that the vendor’s responses to your functional requirements are credible. 
If the software operates differently than their claims in the RFP responses, it’s 
time to ask hard questions or to disqualify them for stretching the truth and 
move on.

• Vendor support Success with a given vendor’s software product can rest on 
vendor support alone. Specifically, if there are problems and support is of 
insufficient quality, the project can stall or even fail. Support quality has a few 
dimensions to it, including timeliness, quality, and speed to escalation. If a 
vendor falls short in any of these areas, then that choice may have more risk.

• Source code escrow When an organization develops its own software, of 
course the software is already in the organization’s custody. However, when 
a third-party vendor develops the software, the customer probably does not 
have a copy of it. Under ordinary business conditions this is acceptable. 
However, should the vendor fail, the vendor will be unable to maintain 
the software, and the organization would be stuck with a software package 
without source code or programmers to support it.
 Source code escrow is a viable solution to this problem, and it works like 
this. The software vendor sends an electronic copy of its source code to a third-
party software escrow firm, which keeps control of the software. If, however, 
the software vendor goes out of business, then the organization will be able to 
obtain a copy of the vendor’s software for support purposes. This is a bad-case 
scenario but it’s better than the worst-case scenario, where the software vendor 
goes out of business and the organization has no source code at all.

• Selection After the organization has narrowed the search down to two 
or three vendors, it’s time to do more critical thinking, discussing, and 
identifying of the primary strengths, weaknesses, and differentiators between 
the vendor finalists. The RFP team should make a recommendation to 
management on its choice, explaining why this particular vendor should be 
chosen over the others.
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  The final decision on a software vendor should be made by management, 

with the RFP team being a consultative body. Remember, senior management 
will be making a business decision that partly considers the technology and 
partly considers the value proposition (the value derived from a given 
expenditure).

• Contract negotiation When the selection is made, the contract between 
the organization and the software vendor needs to be negotiated. There are 
plenty of ways that the software vendor can be held accountable in terms of 
delivering and supporting software that meets the business’s needs. However, 
the organization purchasing the software will also likely have obligations of 
its own.
 I recommend that you not tell the other vendor finalists that they are out 
of the game too soon. If contract negotiations with the first choice vendor do 
not proceed well, it may be smart to begin negotiations with one of the other 
finalists (management should decide which vendor).
 Contract negotiation should be left to the lawyers. However, lawyers on 
each side will often consult with IT experts or management to make sure that 
sections of contract language accurately describe systems, controls, security, 
and any other matters that lawyers may not have expertise in.

• Closing the RFP When the RFP process has concluded, the project team 
can begin preparations for testing and implementation of the software. For 
obvious reasons, the design and development phases of the SDLC process 
are usually skipped altogether, unless the organization needs to build some 
custom interfaces or other programs that will enable the acquired software 
to work in the environment.

Design
When all functional, technology, security, privacy, regulatory, and other requirements 
have been finalized, design of the application can begin. It is assumed that a high-level 
design was developed in the feasibility study (since an elementary design is necessary 
to estimate costs in order to compute the financial viability of the application), but if 
not, the high-level design should be developed first.

The design effort should be a top-down process, starting with the major components of 
the application, and then decomposing each module into increasingly detailed pieces.

It’s difficult to say whether a data flow diagram, entity relationship diagram (ERD), 
or some other high-level depiction of the application should be developed first. This 
will depend partly upon the nature of the application, and partly on the experience of 
the programmers, analysts, and designers. Regardless, design should start out at a high 
level and graduate to levels of increasing complexity, to the point where database de-
signers and developers have sufficient detail to begin development.

Project team members who represent business owners/operators/customers should 
review the application design to confirm that the analysts’ and designers’ concept of the 
application agrees with that of business owners. Reviews should be done at each level 
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of design, not just at the top level of design. Business experts should be able to read and 
understand both a high-level design and a detailed design and to confirm whether the 
design is appropriate or not.

NOTE NOTE Design review by customers can be a step in the process where 
business customers and designers do not see eye to eye, and where they 
might disagree on the design and attribute that disagreement to differences 
in the understanding of technology, or to practical versus abstract thinking. To 
prematurely end the design review could have costly consequences. 

The potential consequences of failing to come to an agreement on design are viv-
idly illustrated in the classic illustration shown in Figure 4-8.

Key activities in the software design phase include

• The use of a structured software design tool or methodology that records 
details of data flow and processing flow from high levels to detail levels

• Generalized and detailed database design at the logical and physical levels

• “Storyboards” showing user interaction with the application

• Details on reports that can be generated by the application

Figure 4-8 Failing to agree on a design almost always results in unsatisfactory results. (Source: 
Alexander et al., The Oregon Experiment, 1975, p. 44. Used by Permission of Oxford University 
Press, Inc.)
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The application design effort should also include the development of test plans that 

will be used during the development and test phases of the project. Test plans need to 
be developed no later than the design phase, because programmers will need to per-
form unit testing during development as a way of verifying that they have coded soft-
ware modules properly. If test plans are not developed until the test phase, then 
programmers will have to figure out tests on their own, or they might not perform 
enough testing, which will result in many more defects being discovered during the 
formal testing phase of the project.

When design reviews have concluded that the design is complete, a “design freeze” 
should be instituted, whereby no further changes to any level of design will be permit-
ted. With a design freeze in effect, both designers and users are more apt to really think 
through all of the details of the design and do a better job of confirming whether the 
design is correct.

An organization that does not institute a design freeze will find the design changing 
throughout the development phase, which will result in different parts of the applica-
tion conforming to different “versions” of the ever-changing design. This will result in 
chaos during the development and testing phases, and is sure to result in many more 
reported defects during user acceptance testing. Management should strongly assert a 
design freeze, since changing the design during the development phase will drive up 
development costs when developers are forced to rework code that was written in con-
formance to earlier versions of the design.

NOTE NOTE Organizations that have internal IT auditors on staff should include 
them in design reviews, so that they can confirm whether the application 
design will result in an application whose integrity can be confirmed through 
auditing. Organizations that incur external audits may wish to invite external 
auditors to review the design documents for this same purpose.

Development
They have been waiting all this time, and finally the developers can have their fun. Devel-
opers take the detailed design documents that were developed in the design phase and 
begin building the application. The activities in the development phase include

• Coding the application Using tools selected for the project, developers 
will build the application code. Newer development tools may include 
design elements, code generators, debuggers, or testing tools that will make 
developers more productive. 

• Developing program- and system-level documents During development, 
developers document technical details such as program logic, data flows, 
and interfaces. This aids other developers later on when modifications to 
the application are needed.

• Developing user procedures As they develop user interfaces, developers will 
write the procedure documents and help text that application users will read. 
In a larger, formal environment, developers may write the essential core of 
these documents, which will be completed by tech writers.
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• Working with users As they develop the parts of the application that interface 

with users, developers will need to work with them to ensure that the forms, 
screens, and reports that they build will meet users’ needs.

Application Programming Languages An organization that is considering an 
application development project has to make several strategic decisions regarding the 
technologies and techniques that will be used to perform the development and to oper-
ate the completed application. 

Among those choices is the programming language(s) that will be used to write the 
application. Rarely does an organization have a wide-open choice of languages; rather, 
its choices will be constrained by several factors including

• Standards The organization’s preferences for specific brands of computer 
hardware, operating systems, and databases will limit available languages to 
those that are available on its chosen application platform.

• Available expertise Preferences will be further limited by available 
programming experience on its staff, or on the part of contracted developers. 
After the application has been developed and placed in use, the organization 
will need to make periodic changes; an experienced developer will be needed 
for that task as well.

• Practicality For a given hardware and software environment, the nature of 
the application will make some of the available languages more desirable, 
and others less so. For instance, an organization wants to write a professional-
services invoicing application in a Unix environment where assembler, C, 
and C++ are the available languages. Chances are good that assembler will be 
eliminated, because assembler is a poor choice for application development. 
Instead, either C or C++ will be chosen.

Another factor that will influence language selection is the availability of devel-
opment and testing tools. With nearly as much scrutiny as for the application features 
themselves, the organization should carefully select an application development 
environment if it does not already have one (or if it has determined that its present 
capabilities are insufficient). 

Requirements for a development environment must include functions that will per-
mit developers to write software code that can meet functional requirements for the 
application itself. If, for example, functional requirements specify a high degree of 
accuracy in a way that requires a high volume of test cases, a development environment 
that can help to automate testing will enable developers to more easily perform this 
rigorous testing.

Development in a Software Acquisition Setting In a software acquisition 
situation where an organization is purchasing software instead of developing it them-
selves, development activities may still be required. In a software acquisition project, 
software development is often needed to facilitate several needs:

ch04.indd   176 9/15/2009   12:56:35 PM



Chapter 4: IT Life-Cycle Management

177
• Customizations Larger off-the-shelf applications make accommodations 

for customizations that must be developed. These customizations can take 
many forms including application code modules, XML documents, and 
configurations.

• Interfaces to other systems Applications rarely stand alone. Instead, they 
accept data from various sources and, in turn, provide data to other systems. 
Often “bridge programs” need to be written that serve to move and transform 
data from one environment to another.

• Authentication In an effort to improve security or make application 
adoption easier, organizations often desire that new applications use a 
system- or network-based authentication service. The primary advantage to 
this approach is that users do not need to remember yet another user ID 
and password. An application’s authentication can often be tied to LDAP 
(Lightweight Directory Access Protocol) or Microsoft Active Directory. 

• Reports Complex applications may have a report writer module that is 
used to create custom reports. Depending upon the underlying technology, a 
developer may be needed to develop these reports. Even if a report authoring 
tool is intuitive and easy to use, a developer may still be needed to help users 
design reports.

NOTE NOTE An organization that is considering acquiring software should develop 
and enforce policies regarding the extent to which customizations will be 
permitted. Customizations can be costly when off-the-shelf software upgrades 
take place, because they may need to be rewritten to work with the upgraded 
software. The cost savings of using off-the-shelf software can be negated by 
the additional time required to manage and upgrade customizations.

Debugging The first and most important part of software testing is performed by 
the developers themselves during development. Debugging is the process of testing soft-
ware code to make sure that it operates properly and is free of defects. The testing that a 
developer performs is called unit testing; this means that the individual modules that 
developers create are tested on their own. Wider scale testing is usually performed by 
others later on in the development cycle.

The objectives of debugging include the following:

• Correct operations Software developers need to make sure that software 
modules are manipulating data and performing calculations correctly.

• Proper input validation All input fields and input records should perform 
detailed checks on all input data to prevent input errors and tampering. 
Manipulation of input data is one of the principal forms of application 
abuse and one of the greatest causes of security incidents.

• Proper output validation Modules must perform output validation to 
ensure that output data is within bounds. Output validation is one way 
to detect malfunctions that occur in an application module.
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• Proper resource usage Modules should be tested to make sure that they 

utilize resources such as memory correctly. Modules should properly request and 
relinquish resources so that malfunctions such as memory leaks do not occur.

NOTE NOTE While it is tempting to gloss over debugging and unit testing, the 
effort usually pays big dividends by streamlining the integration effort and 
reducing the number of defects in system testing. Defects that could have 
been found during debugging usually take longer to find during system testing, 
because a defect must first be isolated to a specific section of code before it 
can be debugged and corrected.

Source Code Management In any size development effort, whether the devel-
opment team is one or 50 programmers, an organization should use a source code re-
pository tool. Such a tool has several purposes:

• Protection A source code management tool often includes access controls 
so that only authorized personnel are permitted to access application source 
code. This helps to protect the organization’s intellectual property, and to 
prevent other persons from learning the secrets of the application’s inner 
workings, which could lead to fraud or misuse of the application later on.

• Control A source code management system utilizes “check out” and “check in” 
functions so that only one developer at a time may work on a specific part of the 
application. This helps to ensure the integrity of the application’s source code.

• Version control A source code management system tracks each version 
of the code as it is checked in by developers. The system tracks the changes 
made from version to version, and can show the differences in code between 
versions, and also permit the reversion to an older version if application 
problems arise later on.

• Recordkeeping A source code management system maintains records 
related to check-out, check-in, and modifications to source code. This makes 
it possible for management to know what changes are being made to source 
code, and who is making those changes.

NOTE NOTE Source code management is not an activity that is limited to the 
period when the application is first developed; on the contrary, source code 
management is a vital activity that must continue throughout the life span of 
the application.

Testing
During the requirements, design, and even development phases of a software project, 
various project team members develop specific facts and behavioral characteristics 
about the application. Each of those characteristics must be verified before the applica-
tion is approved for production use. This concept is depicted in a V-model in Figure 4-9. 
The V-model is sometimes used to depict the increasing levels of detail and complexity 
in the SDLC.
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The stages of testing in a software development project are unit testing, system test-
ing, functional testing, and user acceptance testing.

Unit Testing Unit testing is usually performed by developers during the coding 
phase of the software development project. When each developer is assigned the task of 
building a section of an application, the specifications that are given to the developer 
should include test plans or test cases that the developer will use to verify that the code 
works properly. This is true, whether the part of the application that the user is working 
on is seen and used by end users, or whether it is buried deep within the bowels of the 
application and never seen by anyone.

In a formal development environment, the unit test plans should be very specific 
and list each test that the developer should undertake. The developer then performs 
each of the tests and records the results (usually the actual output) of the test. Those test 
results are then archived so that they can be referred to later if needed.

The archiving of unit testing records sometimes proves valuable when later phases 
of testing are taking place and some problem is found. Developers trying to isolate the 
cause of later testing problems can refer back to test plans and results at the unit testing 
phase to see whether the test plans and results of various unit-testing activities were 
performed correctly, or whether they contained appropriate test cases. This evidence 
can save the project team a lot of time by eliminating the need for unit testing to be 
repeated.

Unit testing should be a part of the development of each module in the application. 
When a developer is assigned a programming task in a software development project, 
unit testing should be performed immediately after coding and debugging have taken 
place. In some organizations, developers work in pairs—the senior developer writes 
code, and the junior developer performs testing. This gives junior programmers an 
opportunity to learn more about advanced programming by observing the senior 
developer and by testing his or her code.

Figure 4-9 Requirements and design characteristics must all be verified through testing.
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NOTE NOTE It can be easily argued that unit testing for a software module should 
not be performed by the developer who wrote the module. The developer 
may be under time pressure to complete development and testing, and may 
overlook test cases or gloss over errors as irrelevant. Also, a developer can 
be said to be too familiar with his or her code to be capable of objectively 
testing it. The methodology of “written by one and tested by another” has the 
advantage of objective testing, but can be more difficult to carry out in smaller 
organizations where there may only be a single developer writing all of the code.

System Testing As various parts of the application are developed and unit tested, 
they will be installed into a test environment. When a sufficient number of modules or 
components has been completed, it will eventually become possible to begin end-to-end 
(or at least partial end-to-end) testing. In this way, it will be possible to test a number 
of components as a whole, to verify whether they work together properly.

System testing includes interface testing, to confirm that the application is commu-
nicating properly with other applications. This will include real-time interfaces as well 
as batch processing.

System testing also includes migration testing. When one application is replacing 
another, data from the old application is often imported into the new application, to 
eliminate the need for both old and new applications to function at the same time. 
Migration testing ensures that data is being properly formatted and inserted into the 
new application. This testing is often performed several times in advance of the real, 
live migration at cutover time.

As with unit testing, system testing should have pre-prepared test plans that were 
developed at the system design phase. As with unit testing, system testing should proba-
bly not be performed by the developers who developed the modules under test, nor by 
the integrators who set them up in the test environment. Further, system testing results 
should be formally documented and archived, in case they are needed later.

Functional Testing Functional testing is primarily concerned with the verification 
of functional requirements that were developed earlier in the application project. 

Each functional requirement must be expressed in a way that makes it inherently 
verifiable. When each functional requirement is developed, one or more tests should 
also be developed, which are tested during the functional testing phase of the project.

Functional tests should be formally recorded, including test input and test results. 
All of this should be archived, in case it’s needed if the application is suspected of mal-
functioning. Often functional test results can verify whether the malfunction was present 
during the functional testing before the application went live.

User Acceptance Testing (UAT) Before business users will formally approve 
and begin using a new (or updated) application, often a formal phase called user 
acceptance testing (UAT) is performed. UAT should consist of a formal, written body of 
specific tests that permits application users to determine whether the application will 
operate properly. 

The detailed output of user acceptance testing should be archived, as it may be 
needed in the future.
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UAT is often a stage in the acceptance of purchased software, as well as in software 

that is developed by a third-party organization. User acceptance testing is the formal 
test that determines whether the customer organization will accept (and pay for, as the 
case may be) it and begin formal use of the application.

NOTE NOTE Acceptance criteria for user acceptance testing (UAT) should be 
developed by end users and not by developers or designers; otherwise, 
internal or external customers are liable to end up with software that does 
not function as desired.

Quality Assurance Testing (QAT) Quality assurance testing is a formal verifi-
cation of system specifications and technologies. Users are usually not involved in QAT; 
instead, this testing is usually performed by IT or IS departments.

Like user acceptance testing, QAT should be a “gatekeeper” test in any situation 
where the organization is purchasing off-the-shelf software or if the application soft-
ware is being developed by an external organization. The results of QAT should also 
determine whether the organization will formally accept and pay for the application.

Implementation
Implementation is the phase of the project where the completed application software 
is placed into the production environment and started.

Implementation must be started before UAT and QAT begin. UAT and QAT should 
be performed on the production environment that is anticipated to become the in-use 
production environment once approvals to use the application are obtained.

From the very day that construction of the implementation environment begins, 
that environment should be as controlled as a production environment. This means that 
all changes to the environment should go through a change management process. Also, 
administrative access to the production environment should be restricted to those per-
sonnel who will be supporting the environment after it goes live. The implementation 
timeline, in relation to other phases of the software development project, is depicted in 
Figure 4-10.

Figure 4-10 
Implementation 
is the preparation 
of the production 
environment prior 
to user acceptance 
testing and quality 
assurance testing.
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NOTE: NOTE: Because the production environment is the environment where 
UAT and QAT testing usually takes place, this environment must be absolutely 
pristine and free from the possibility of tampering by developers and other 
personnel.

Planning Implementation is a complicated undertaking that requires advanced 
planning. Some activities may have a long lead time associated with them, requiring 
some implementation activities to begin during development or earlier.

• Prepare physical space for production systems An existing data center 
may be used for an application’s servers and other equipment. But if there 
isn’t room, or if an existing data center’s available space is insufficient, then 
the organization may need to consider expanding an existing data center or 
consider a collocation center.

• Build production systems The actual servers that the application will use 
must be built and configured. If the organization does not have the necessary 
servers available, then they must be leased or purchased; depending upon the 
type of hardware, considerable lead time may be required. Once the hardware 
is available, personnel will need to install and configure operating systems 
and possibly other subsystems such as database management systems or 
application management systems.

• Install application software Once the systems are ready for the application 
software, it can be installed and configured.

• Migrate data For environments where an existing application will be retired, 
data from the former environment usually needs to be transferred to the 
new environment. Often this procedure requires the development of one or 
more custom programs to extract, convert, and insert the data into the new 
environment. This procedure is usually performed more than once: it must be 
rehearsed at least one time to make sure that it works properly. Also, migrated 
data is often needed for testing and training prior to the actual cutover.

NOTE NOTE As each phase of implementation is completed, the newly completed 
component should be locked down immediately and treated as though it is 
already in production. Usually this is the only way to ensure the integrity of 
the environment.

Training The success of the entire software development project hinges on the 
knowledge and skills on the part of several different people in the organization. Among 
those who may need training:

• End users The personnel who will be using the application need to be 
trained, so that they will know how to operate it properly.

• Customers If outside customers will be using the new application, they 
will need an appropriate amount of information so that they will understand 
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how to use the application. In other cases, customers will not be using the 
application directly, but a new application can still influence how they interact 
with the organization. If customer service or sales personnel are using a new 
application for taking orders or looking up customer data, they may be asking 
different questions or presenting different information to the customer.

• Support staff Personnel who provide customer service to users and customers 
need to be trained on the workings of the application, as well as on administrative 
“back office” tools that they may use to assist users.

• Trainers Organizations that employ a training organization will need 
to “train the trainers” so that, in turn, they will be able to train users and 
customers correctly.

The purpose of an application may require that others also receive training. This 
could include internal or external auditors, or regulators who have oversight over the 
organization.

Data Migration In the context of the SDLC, the purpose of a data migration is to 
transfer data from an older, soon-to-be-retired system to a new system. Depending 
upon the nature of the old and new applications, the purpose of the data migration 
might be to make historical records that originated in the older system available in the 
newer system.

In some cases, an organization will continue to keep the older application running, to 
facilitate access to historical data. In some circumstances, it may require fewer resources to 
keep the old application running than to migrate the historical data to the new application.

Data migration often requires the development of programs that extract data from 
the old application, perform required transformations, and then format the data and 
import it into the new application. This is frequently a complex task, as there may be 
differences so significant between the data models of the old and new applications that 
the meaning of stored data differs between them. In some cases it will be necessary to 
create some parts of the database in the new application by extracting data from the old 
application and then performing calculations to create the data necessary in the new. 
Careful analysis must be done in all cases to make sure that the meaning of data in each 
application is known, so that the migration will be done properly. Some techniques 
and considerations that ensure a successful migration:

• Record counts Programs or utilities should be used to count the number 
of records in counterpart tables in the old and new environments. This will 
confirm the completeness of the migration programs that move data from the 
old environment to the new one.

• Batch totals Data records with numeric values can be added together in 
the old and new databases. This will help to confirm the integrity of key data 
elements in the old and new environments.

• Checksums Programs that compute checksums can be run against old and 
new databases to ensure the accuracy of migrated data. Programmers do need 
to be aware of the methods used to store data, which could lead to differences 
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in checksums. For instance, an address field in one application may pad the 
field with spaces, but in the other it may be padded with nulls. Also, the way 
that dates are stored can vary between applications. While using checksums 
can be valuable, programmers and analysts must be familiar with any 
differences in data representation between the old and new environments.

NOTE NOTE Like other software projects, the migration programs themselves 
must be carefully designed and tested, and results of tests analyzed to make 
sure that they are working properly. Often it is necessary to perform a test 
migration—well in advance of the scheduled cutover date—to give enough 
time to make sure that the migration programs have been properly written.

Cutover When the production system has been constructed, applications loaded, 
data migrated, all testing performed and verified, the project team has reached the 
cutover milestone. Often, management review and approval are required to verify that 
all necessary steps have been completed correctly.

Depending upon the nature of the application, as well as external influences such 
as regulation or business requirements, an organization may transfer processing to the 
new environment in one of several ways:

• Parallel cutover The organization may operate both the old and new 
applications in parallel for a time, making careful comparisons between 
old and new to ensure that the new application is working properly.

• Geographic cutover In an environment used in large geographic regions 
such as a retail point-of-sale application, the organization may migrate 
individual locations to the new application instead of moving all locations 
at one time.

• Module-by-module cutover The organization may migrate different parts 
of the application at different times. In a financial management application, 
for instance, the organization could move accounts receivable to the new 
environment, and later move accounts payable, and still later move general 
ledger. During and between each of these phases, the organization must keep 
track of exactly which business information resides in which system.

• All-at-once cutover An organization may elect to migrate the entire 
environment at one time.

The project team must analyze all available methods for a cutover, and choose the 
method that will balance risk, efficiency, and cost-effectiveness.

Analysts may discover problems in data in the old environment that necessitates a 
cleanup be performed prior to the migration, or as a part of the migration. Examples of 
the types of problems that can be found include duplicate records, incomplete records, 
or records that contain values that violate one or more business rules. Analysts who 
discover data inconsistencies such as these need to alert the project team to the matter 
and then help the project team decide how to remedy the situation.
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Rollback Planning Sometimes an organization will migrate an application from 
an old environment to a new one, and shortly afterwards will discover a serious prob-
lem in the new environment that requires a return to the old environment. Rollback 
planning is a safety net that provides a last-resort path away from a situation where the 
organization cannot continue using the new environment.

A rollback is a serious undertaking and would be considered only when there is a 
problem in the new environment that is so serious that it cannot be easily remedied. 
Still, rollback planning is recommended in environments where the availability and 
integrity of an application is critical to the organization.

Post-Implementation
The software project is not completed when the application cutover has taken place. 
Several activities still must take place before the project is closed. This section describes 
these final tasks.

Implementation Review After the implementation of a new application, a for-
mal review needs to take place. The purpose of the review is to collect all known open 
issues as well as to identify and discuss the performance of the project. Because the 
organization is likely to undertake similar projects in the future, it is a valuable use of 
time to identify what parts of the project went well, and which could have been done 
better. The implementation review should consider

• System adequacy The project team should work with the users of the new 
system and collect issues and comments, which are then discussed in the 
implementation review. Any issues requiring further attention should be 
identified.

• Security review The system’s access controls and other security controls 
should be discussed, and any issues or problems identified.

• Issues All known problems regarding the new environment should be 
identified. This should include user feedback, operations feedback, and the 
accuracy and completeness of documentation and records. The project team 
needs to discuss each issue and assign it to one or more individuals who will 
address and remedy it.

• Return on investment If the purpose for implementing the application 
was to establish or improve ROI (return on investment) or efficiency, then 
initial measurements need to be taken. The project team needs to recognize 
that several business cycles may be required before an accurate ROI can be 
determined.

More than one post-implementation review may be needed. To hold a single post-
implementation review shortly after going live and then calling it good is probably 
inadequate for most organizations. Instead, a series of reviews may be needed, perhaps 
stretching over years.
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NOTE NOTE IS auditors should be involved in every phase of the SDLC, including 
post-implementation reviews, to ensure that the application is functioning 
according to whatever control or regulatory requirements are attended to 
by auditors.  Auditor feedback must be included in the body of issues and 
comments that is reviewed in the initial and subsequent reviews.

Software Maintenance Immediately after implementation, the application enters 
the maintenance phase. From this point forward, all changes to the environment must 
be performed under formal processes including incident management, problem man-
agement, defect management, change management, and configuration management. 
All of these processes should have been modified as necessary to accommodate the new 
application when cutover was completed.

Software Development Risks
Software development is not a risk-free endeavor. Even when management provides 
adequate resources to a software development project and supports a viable methodol-
ogy, there are still many more paths to failure than to success.

Some of the specific risks that are associated with software development projects 
include

• Application inadequacy The application may fail to support all business 
requirements. During the requirements and specifications phases of a software 
development project, some business requirements may have been overlooked, 
disregarded, or unappreciated. Whatever the reason, an application that falls 
short of meeting all business requirements may, as a result, be underutilized 
or even abandoned.

• Project risk If the application development (or acquisition) project is not 
well run, the project may exceed spending budgets, time budgets, or both. This 
may result in large delays and even abandonment of the project altogether if 
management has considered the project a failure.

• Business inefficiency The application may fail to meet business efficiency 
expectations. In other words, the application itself may be difficult to use, 
it may be exceedingly slow, or business procedures may require additional 
manual work to meet business needs. This can result in critical business tasks 
taking too long or requiring additional resources to complete.

• Market changes Between the time that a software development project 
is approved and when it is completed, sudden and unexpected changes in 
market conditions can spell disaster for the project. For instance, drastic 
supply or price shocks in a macro-environment can have an adverse effect 
on costs that may make a new business activity no longer viable. Changes in 
the market can also result in reduced margins on products and services, which 
can turn the ROI of a project upside-down.
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NOTE NOTE Management is responsible for the business decisions that it makes; in 
ideal situations they make these decisions with sufficient information at hand. 
Usually, however, there are some unknowns.

Alternative Software Development Approaches 
and Techniques
For decades, the waterfall approach to software development was the de facto model 
used by most organizations. Breakthroughs and changes in technology in the 1970s 
and 1980s have led to new approaches in software development that can be every bit as 
effective and, in many cases, more efficient and faster.

Agile Development
Agile development is a relatively new software development model and is referred to as 
an alternate methodology that is appropriate for some organizations. The agile meth-
odology utilizes the “scrum” project methodology that is discussed in detail earlier in 
this chapter. In an agile development project, a larger development team is broken up 
into smaller teams of five to nine developers and a leader, and the project deliverables 
are broken up into smaller pieces that can each be attained in just a few weeks.

Prototyping
Application prototyping is a methodology whereby rapidly developed application pro-
totypes are developed with user input and continuous involvement. In this method, 
users work closely with developers who build specific components in short periods and 
solicit frequent user feedback.

The primary advantage of prototyping is that the risks of the application turning out 
all wrong are reduced because users are constantly involved and can head off an incor-
rect approach before more time is wasted. 

The main disadvantage of prototyping is that the system is developed based only on 
what the user sees and knows; other functional requirements that users may be unaware 
of may go unaddressed, resulting in a system with inadequate controls and resilience.

Rapid Application Development
Rapid application development (RAD) is a response to the slower and more structured 
application development methodologies (such as waterfall) that were developed in the 
1970s. RAD is characterized by the following activities and features:

• Small development teams consisting of highly experienced developers and 
analysts

• The development of prototypes

• Development tools that integrate data design, data flow, user interface, and 
prototyping

• A central repository for software components with an emphasis on code 
reusability
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• Design and prototype analysis sessions with end users

• Tight time frames

RAD can almost be thought of as a 1960s-era protest of the political and business 
establishment. In most regards, it takes the opposite approach to software development 
from the then-traditional and time-proven (but also inefficient and time-consuming) 
development models created in the decades before.

Data Oriented System Development
Data oriented system development (DOSD) is, as the name suggests, a data-centric 
software development methodology. In DOSD, data is the central focus, the “hub of the 
wheel” as it were, and the other development activities occur as a result of data analysis 
and design.

Data oriented system development is found in some of the larger information process-
ing environments that are interconnected by many organizations. For instance, airline 
reservations systems, merchant and payment processing systems, securities trading 
systems, and medical records processing systems all have well-defined data and transac-
tion interfaces. Organizations that wish to participate in these larger systems will build 
their own applications that are focused around the published data interfaces on the 
systems they wish to connect to.

DOSD can be applied to environments that utilize batches of transactions that are 
(for example) transmitted via FTP and processed in bulk, as well as transactions that 
are performed in real time, such as airline reservations or securities trading.

Object-Oriented System Development
Object-oriented (OO) system development is a world unto itself that contains an 
entire vocabulary to describe objects and many other software components. It is so dif-
ferent from traditional structured programming (such as FORTRAN and C) that it has 
its own languages and even databases if you wish to implement one.

There are entire books (and even series of books) written on OO development and 
technology. I will summarize the basic vocabulary and activities here.

The basic unit of OO technology is the class. A class describes the characteristics of 
an object, including its attributes, properties, fields, and the methods it can perform.

The instantiation of a class is called an object. You could think of a class as stored 
code and configuration, and when it’s running, the part that is running is the object.

A method refers to the actions that an object can perform. If, for instance, an object 
is written to calculate the interest on a loan, the method is the software code in the 
object that performs the calculation. In other programming languages, subroutines and 
functions are basically the same thing as a method in OO.

Objects routinely employ another technique known as encapsulation. This is a 
common practice whereby any particular method may call other methods to perform 
its work. This is similar to a function calling another function. The point of encapsula-
tion in OO is that the software developer does not need to know anything about the 
implementation details of a method, including whether it calls other methods.
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At the beginning of this narrative I mentioned a class. OO frequently has a hierarchy 

of classes. A class can belong to a parent class, and in turn, a class can contain sub-
classes. But parent classes and subclasses are not just ways of arranging or storing classes. 
Rather, the relationship of classes is functional. The attributes of a parent class are 
passed downward through inheritance.

Earlier I stated that when a class is instantiated, it becomes an object. Depending on 
the data that is passed on to the object, it may behave in different ways. This character-
istic is known as polymorphism. For example, a class that computes shipping charges 
will behave in different ways, depending upon the source and destination addresses, as 
well as on special circumstances such as customers. In this case, polymorphism is not 
just about the rate that is chosen for shipping, but possibly other objects will be called, 
such as objects to handle customs, taxes, or hazardous materials declarations.

OO programming and operational environments will have one or more class 
libraries. These take many forms, depending upon the operating system, languages, 
and subsystems that are in use. For instance, in the Java language, class libraries are 
stored in JAR (Java ARchive) files that are located on the system where programs can 
refer to them when needed.

Component-Based Development
Component-based development is an approach that reflects the software architecture 
of an application. Here, an application environment will be made up of several inde-
pendent components, often located on different physical systems, which work together. 

For example, a large application environment might consist of a group of centrally 
located servers that process primary transactions. These servers contain interfaces, using 
standard interface technologies such as CORBA (Common Object Request Broker Archi-
tecture), DCOM (Distributed Component Object Model), or SOA (Service-Oriented 
Architecture), that other parts of the overall application environment may communi-
cate with. For instance, auxiliary components such as batch input and output, data 
warehouses, static table updates (such as tax or shipping rates), and client programs 
may all be independent applications that communicate with the core system. 

NOTE NOTE In a component-based environment, some components may be systems 
that are owned and operated by other organizations. This is especially true 
of web-based mashups, where applications may include components from 
external applications.

Web-Based Application Development
The creation of the HTML content-display standard and the HTTP communications 
protocol has revolutionized application development. The web browser is ubiquitous 
and has become the universal client platform that is not unlike an intelligent terminal 
from earlier eras.

The Web, as it is popularized now, came along just in time: two-tier and three-tier 
client-server computing, the great new application development paradigm that was 
developed in the 1990s, was not living up to its promise, particularly in the areas of 
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performance and upkeep of client software. Web software has greatly simplified soft-
ware development from the perspective of the user interface (UI); while the developer 
has a little less control over what and how data will be displayed on a user workstation, 
the trade-off in not having to maintain client-side software is seen as acceptable.

From a development methodology perspective, web application development can 
be performed within virtually all of the development frameworks including waterfall, 
agile, RAD, DOSD, and OO (all discussed in this chapter). Primarily it’s the technology 
that differentiates web-based application development from its alternatives.

Two important standards have been developed that facilitate communications 
between web-based applications; they are SOAP and WSDL. SOAP, or simple object access 
protocol, is an XML-based API specification that facilitates real-time communications 
between applications using the HTTP and HTTPS protocols. Functionally, SOAP oper-
ates similarly to RPC (remote procedure call), wherein one application transmits a 
query to another application, and the other application responds with a query result. 
SOAP messages are based in the XML (eXtensible Markup Language) standard.

WSDL, or web services description language, is another service that serves as speci-
fication repository for the SOAP services available in a particular environment. This 
permits an application to discover what services are available on an application server.

Reverse Engineering
Reverse engineering is the process of analyzing a system to see how it functions, usually 
as a means for developing a similar system. Reverse engineering usually requires tools 
that examine computer binary code and that build a programming language equivalent.

The practice can help to speed up a development project, where an organization 
needs to build an application that is similar to another in its possession that exists in 
binary format only. Without reverse engineering, the organization would have to spend 
additional time in the software design and development phases of the project.

This practice is usually forbidden in software license agreements, because using it 
would reveal protected intellectual property that could damage the software maker.

System Development Tools
Application developers can create source code using tools ranging from text editors to 
advanced tools such as computer-aided software engineering and 4GLs. While there’s 
little reason to discuss notepad or emacs, the advanced development tools are worth 
discussion.

Computer-Aided Software Engineering
Computer-aided software engineering, or CASE, represents a broad variety of tools that 
are used to automate various aspects of application software development. CASE tools 
cover two basic realms of development:

• Upper CASE This includes activities ranging from requirements gathering to 
the development of data models, data flow diagrams (DFDs), and interfaces.

• Lower CASE This involves the creation of program source code and data 
schemas.
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These terms are primarily used to loosely classify various CASE tools. Some CASE 

tools are strictly Upper CASE and others Lower CASE, but many cover the entire range 
of functionality and can be used to capture specifications, create data structure and flow 
diagrams, define program functions, and generate source code.

CASE tools do not usually create source code that is ready for implementation and 
testing. Rather, they are used to create the majority (in the best cases) of code for a 
given program; then the developer(s) would add details and specific items that the 
CASE tool did not cover. CASE tools are not used to replace the work of a developer, but 
to help make the coding part of a development project take less time, improve consis-
tency, and enhance program quality.

CASE tools often contain code generators that create the actual program source 
code.

NOTE NOTE CASE tools do not eliminate the need for any of the essential phases 
of the SDLC. With or without CASE tools, it is still necessary for a project 
team to create requirements, specifications, and design. CASE does help to 
automate some of these activities, however.

Fourth Generation Languages
The term fourth generation languages, or 4GLs, refers to a variety of tools that are used in 
the development of applications, or that are parts of the applications themselves.

There is no universally accepted definition for fourth generation languages, unlike 
with first, second, and third generation languages. Fourth generation languages were 
developed independently by many different organizations and researchers, and they 
carry a diversity of concepts that contributes to the inability to describe all of them in a 
single definition. Common among nearly all of the fourth generation languages and 
tools is that they are event driven rather than procedure driven, and they are less de-
tailed than procedural languages.

4GLs are most often used as adjuncts to applications rather than for their core func-
tionality. For instance, 4GLs are useful for report generators, query generators, and other 
higher-level functions. 4GLs are typically designed for use by nontechnical users who have 
few or no programming skills. 4GLs can also be used by developers as code generators.

Infrastructure Development and Implementation
Infrastructure is used to connect applications to users and to each other. They are the 
networks and other facilities that support the use of applications.

While an organization may be able to acquire off-the-shelf software for many of its 
core business activities, infrastructure is almost always custom-built for the organization. 
Whereas software applications are like the tools in the hand of an astronaut, infrastructure 
is like the astronaut’s glove, which must be tailor-made to fit each astronaut’s hand. It 
needs to conform to the organization’s geography, business model, security require-
ments, regulatory requirements, and culture.
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Formal process is required to design and develop infrastructure that is sure to meet 

the organization’s needs. This section describes the detailed process of the infrastruc-
ture development life cycle that is needed to ensure that the infrastructure will properly 
support the use of applications and other IT facilities and tools.

Infrastructure
In the context of business applications and information systems, infrastructure is the 
collection of networks, network services, devices, facilities, and system software that 
facilitate access to, communications with, and protection of those business applications. 
For instance, a user who wishes to access a business application uses a workstation that 
is connected to a local area network (LAN). To access the business application, the work-
station communicates over networks formed with routers, switches, firewalls, and 
cabling. All of that “in between” equipment and cabling constitutes infrastructure.

Infrastructure facilitates the communication and use of applications. Without infra-
structure, applications cannot function or be accessed by users. Since infrastructure is so 
vital, its construction and maintenance requires the same level of formality and process 
as the business applications that it supports.

Review of Existing Architecture
When an organization is considering an upgrade to some component or aspect of 
infrastructure, it must first review what infrastructure already exists. Changes or addi-
tions to infrastructure will be most effective when existing infrastructure is carefully 
analyzed. This permits the organization to make necessary additions and changes that 
will be most effective at the lowest possible cost.

Requirements
The next step in any upgrade of infrastructure is the development of requirements. As 
with the SDLC, it is important to know exactly what is expected of the infrastructure in 
terms of specific features and capabilities. An analyst or project team should develop 
specific requirements in a number of categories:

• Business functional requirements These specify what the addition or 
change to infrastructure is expected to do. For instance, networks or network 
services will be expected to support new or improved communications 
between users and applications, remote access, or services between applications.

• Technical requirements and standards These specify what technologies and 
standards must be followed for the new infrastructure. Additions or changes to 
infrastructure should support existing protocol and services standards such as 
TCP/IP, LDAP (Lightweight Directory Access Protocol, used for authentication), 
product standards for devices such as routers and switches, and other standards 
that will permit the new infrastructure to work harmoniously with existing 
infrastructure with the smallest possible increases in support costs. Technical 
requirements for infrastructure should also include performance requirements 
such as availability, latency, and throughput, so that the infrastructure will 
have the capacity to support all needed business functions.
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• Security and regulatory requirements These requirements specify how 

information is protected from unauthorized third parties. Examples include 
firewalls to limit access, intrusion detection systems to create alerts of possible 
tampering, and encryption to protect information from eavesdropping and 
interception.

• Privacy requirements These requirements specify how information is 
protected and handled, in order to limit the use of personal information 
to officially sanctioned purposes.

Design
Additions and changes to existing infrastructure (or even to brand-new infrastructure) 
must be designed, and that design validated by other subject matter experts. An infra-
structure design may also include the use of specific protocols or services for authenti-
cation, routing, encryption, device management, and administrative support. When an 
infrastructure is being expanded or upgraded, generally the new components will need 
to support the same support and management methods that are used for existing infra-
structure (except when the infrastructure change has to do with a change in these 
features).

The design should be detailed enough so that a network or systems engineer can 
determine the logical and physical components that are needed, and can configure 
them to support business needs. If software or hardware vendors will be asked to make 
suggestions on the components required for the infrastructure, then the design must be 
detailed enough so that they can make appropriate recommendations that will meet 
business needs.

Procurement
More often than not, additions or changes to infrastructure involve the procurement of 
infrastructure hardware and/or software.

Request for Proposal (RFP) Any significant expansion or upgrade to infra-
structure may require the use of an RFP (request for proposal). This is a formal process 
whereby the organization gathers all business and technical requirements and forwards 
them to several qualified vendors, who produce formal written proposals that include 
detailed information on the equipment and services required to perform the upgrade. 
Some organizations require the RFP process be used for any purchases that exceed an 
arbitrarily set figure.

When the project team receives RFP responses, the responses must be evaluated to 
determine which vendors are capable of meeting the organization’s business and tech-
nical needs. The project team may also need to evaluate one or more of the vendors’ 
solutions to “see for themselves” whether each vendor’s proposed solution will success-
fully meet the organization’s needs.

Evaluation If the project team will be evaluating potential solutions, the team will 
need to provide whatever facilities are required to house the equipment or software. 
The project team will also need to take whatever time is required to test the compo-
nents to see whether they can support business needs. This may require the team to 
provide other equipment to set up an end-to-end test.
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Each of the business and technical requirements needs to be verified. This will 

require that one or more project team members work with the equipment being eval-
uated to see how that equipment works. A test checklist should be developed that has 
a one-to-one correspondence to each business and technical requirement. This will 
permit project team members to objectively rate each feature from each vendor.

Testing
Before new infrastructure—and significant changes to existing infrastructure—can be 
made available for production users, the infrastructure should first be formally and 
thoroughly tested. This helps to confirm that the infrastructure was built correctly, and 
that it will be reliable and secure.

Each of the functional and technical requirements that were developed earlier needs 
to be systematically verified. This means that a detailed test plan needs to be developed 
that uses functional and technical requirements as a source. For instance, if a technical 
standard requires a specific routing protocol configuration setting, then a network en-
gineer on the project team needs to verify whether network devices support that feature.

Most organizations do not have a test network environment that completely mir-
rors their production network. This means that some of the testing needs to be creative, 
and some testing and verification can’t be done until implementation time. The project 
team will need to discuss the hard-to-test characteristics of the new infrastructure and 
decide the best course of action that facilitates the greatest amount of testing and the 
lowest risk of project failure. In other words, the results of some testing won’t be known 
until the new infrastructure goes live.

Those tests that cannot be done until implementation will become part of the veri-
fication that implementation was performed correctly. 

Implementation
When evaluation and testing are complete, and all obstacles and issues have been satis-
fied, the new infrastructure (or changes to existing infrastructure) can be implemented. 
This may involve the physical installation of cabling, devices, and other components, as 
well as the use of common carrier facilities such as communications circuits. In imple-
mentation, the infrastructure is all assembled, tested, and placed into production use.

Maintenance
Infrastructure requires periodic maintenance, usually in the form of software and hard-
ware upgrades and configuration changes to accommodate changes in the business and 
technical environment. These changes should be controlled through change manage-
ment and configuration management processes that are described in detail earlier in 
this chapter.

Maintaining Information Systems
The job is only half done when an application has been written. Like any system with 
moving parts (whether real or virtual), applications and the environments that support 
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them require frequent maintenance. There are dual aspects to system maintenance: 
process and technology.

The Change Management Process
Change management is a formal process whereby every change that is made to an envi-
ronment is required to be formally requested, reviewed, and approved first. The pur-
pose of change management—which is also known as change control—is to identify and 
reduce risks associated with changes to an IT environment. Change management also 
helps to reduce unscheduled downtime in an environment. The typical components in 
a change management process are

• Change Request Here, the requestor describes, in great detail, the desired 
change. The change request should include a procedure for making the change, 
specify who will make the change and who will verify the change (this should 
be two different individuals or groups), include a procedure for verifying that 
the change was made properly, specify when the change will be made, contain 
a plan for backing out the change if it is unsuccessful, and include results from 
test implementations made in a testing environment. The request should be 
distributed to all stakeholders to give them time to read and understand the 
change.

• Change Review A quorum of stakeholders meets to discuss the requested 
change. The person or group proposing the change should describe the 
change, why it is being made, and should be able to answer questions from 
others about the change and its impact. If the stakeholders agree that the 
change may proceed, then the change is approved.

• Perform the Change The person or team slated to perform the change does 
so at the agreed-upon date and time. Any necessary tests are performed to 
verify that the change was done properly and that it has produced the desired 
result. If the change takes too long, or if the change cannot be successfully 
verified, the change must be backed-out according to the agreed-upon 
procedure. Results from the change are recorded and archived.

• Emergency Changes When the performance of a change cannot wait until 
the next scheduled change review, organizations usually provide a process 
whereby developers or engineers are permitted to make an emergency change. 
Typically there is still some management approval required; personnel should 
never be permitted to just make changes and then inform others after the fact. 
Emergency changes still need to be formally reviewed in a Change Review, 
to ensure that all stakeholders understand what change was made to the 
environment.

NOTE NOTE The change management process should be formalized and include a 
documented process, procedures, forms, and recordkeeping.
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Configuration Management
Configuration management (CM) is a recordkeeping process where the configuration 
of components in an IT environment is independently recorded. This activity has many 
potential benefits:

• Recovery When configuration information for IT systems is stored 
independent of the systems themselves, configuration management 
information can be used to recover a system or device in the event of a 
malfunction or failure.

• Consistency Often, automated tools are used to manage systems and 
devices in an environment. A configuration management tool can help an 
organization to drive consistency into the configuration of its systems and 
devices. This consistency will simplify administration, reduce mistakes, and 
result in less unscheduled downtime.

Configuration management and change management processes together can help 
to reduce errors, by requiring approval for changes and then by recording them when 
they are completed.

Controlling and Recording Configuration Changes
While CM is usually considered a means for recording changes made to a system, it can 
also be used to control those changes. Typically this is achieved through the use of tools 
that control system configuration and through system access controls that prohibit 
changes that circumvent those tools.

Automated tools are almost always used for configuration management. These tools 
include a configuration management database (CMDB) that serves as a repository for 
every component in an environment and that contains information on every configura-
tion change made on those components. The more-sophisticated configuration man-
agement tools also permit their operator to revert a given component to a configuration 
that existed at any time in the past.

Configuration Management and Change Control
While controlling and recording changes in an environment is highly valuable for some 
organizations, CM is not a substitute for change management. Instead, CM is the means 
by which change management–approved changes are carried out on systems. Change 
management is the review and approval of changes, while configuration management 
is used to perform and record changes.

Business Processes
Organizations that are mature in their thinking will treat their business processes almost 
like they do their software: they both are carefully designed, constructed, and operated, 
and any changes that are made for either one should be formally considered. 

Software and processes should both be considered as structured and procedural. 
The primary difference between the two is that software directs the processing of infor-
mation in computers, while processes direct the activities of personnel.
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Organizations that understand this type of approach to processes will control their 

processes like they control their software: through a life cycle.

The Business Process Life Cycle (BPLC)
Like software, business processes should not be constructed on a whim, but instead be 
carefully designed and constructed, with the involvement of all concerned parties in the 
organization. 

A process is a set of procedures that achieves some purpose or objective. These pro-
cedures must be formally documented and usually will require recordkeeping of the 
activities controlled by the process. The procedures will help ensure that the activities 
are carried out correctly and consistently. The records produced help to document the 
activities that occurred as the process was carried out over and over. Depending upon 
the nature of the process, the records serve as tangible evidence that each activity 
occurred at specific dates and times, by specific personnel, using specific resources. 
Records will also record details about activities such as money spent, products or ser-
vices processed or sold, and names of customers or others. Records are also used to create 
statistics about the process that helps management to understand how well the process 
is performing and how it is contributing to overall business goals.

There should be a process to control the creation of new processes as well as chang-
es to existing processes. This process is remarkably similar to the SDLC (but since soft-
ware and processes are so similar, this should be of little surprise) and consists of the 
following major steps:

• Feasibility study This is an effort to determine the viability of a new process 
or of a change in an existing process. The amount of rigor needed here is 
proportional to the impact of the new or changed process.

• Requirements definition This is a formal record of the details of the process 
that must be included in the new or changed process. All stakeholders should 
contribute to the requirements definition process and review, to ensure that 
everyone understands the details of the process.

• Design When requirements are completed, the process can be designed. 
Depending upon the nature of the process, this may include descriptions of 
activities performed by various personnel; the business equipment, assets, or 
materials used; and the specific involvement of customers, partners, and suppliers.

• Development Here, the details of the process are developed, using all of 
the requirements and design as a guide. This will include detailed procedures, 
templates for recordkeeping, and whatever other details are required.

• Testing When procedures have been developed, they are then tested to ensure 
their accuracy and suitability. Detailed test plans need to be developed that 
have a one-to-one correspondence to each of the requirements developed in 
that earlier phase.

• Implementation When the process has been perfected through testing, it 
is ready to be implemented. This means using the process in actual business 
operations with real equipment, people, materials, and money.
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• Monitoring The process needs to be continually monitored (primarily 

through its recordkeeping) so that management can manage resource 
allocation in support of process operations, and to determine whether the 
process is performing against stated goals.

• Post-implementation After the process has been implemented, one or more 
formal reviews need to take place to review the development process itself as 
well as the new (or changed) process. Depending upon the size, impact, and 
scope of the process, several reviews may need to be held, possibly over years, 
to measure the effectiveness of the process and its results.

The reality in business today is that information systems and applications are used 
to support most business processes. This means that software development and process 
development often occur side-by-side, and must be coordinated so that software 
applications meet the needs of the business processes that they support.

As organizations began to understand that business processes can be designed, de-
veloped, and improved like software, the term business process reengineering (BPR) as a 
beneficial activity came into being in 1990. BPR became popular almost overnight as 
U.S. companies struggled to stay competitive with foreign companies who were intrud-
ing into their market spaces. 

Business process management (BPM) is more often the term that is used to describe 
ongoing process improvement. A formal discipline of its own, BPM is a “plan-do-check-act” 
continuous improvement cycle described in the preceding paragraphs and illustrated in 
Figure 4-11.

Benchmarking a Process
Benchmarking is the term used to describe the activity of continuous process improve-
ment. The purpose of benchmarking is to compare key measurements in a business 
process to the same measurements performed by other organizations, particularly those 
that are considered to be top performers. 

Figure 4-11 
The business process 
management life cycle
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Typically the steps in process benchmarking are

• Plan A critical process is selected and measurement techniques identified. 
If the process has been through at least one improvement cycle, metrics may 
be available; otherwise the team will need to figure out how the process is 
measured in terms of throughput, cost, and quality.

• Research The team collects information about the target process over time. 
The team also identifies other organizations whose similar processes can be 
monitored and measured.

• Measure and observe The benchmarking team collects actual measurements 
on other organizations’ processes. In “friendly” situations, the team will be able 
to visit the organization and be permitted to collect measurements openly. In 
unfriendly situations, the team will need to make indirect measurements using 
whatever information is readily and legally available. The team will also need 
to collect qualitative data about the processes that it is measuring in the other 
organizations, so that it can understand how the other organizations’ processes 
are performed.

• Analyze The team compares measurements of its own processes against those 
of the other organizations. Often the team will need to adjust measurements 
to account for known differences. Then the team will identify differences in 
metrics between its organization and those of the other organizations.

• Adapt Here the team needs to understand the fundamental reasons why 
other organizations’ measurements are better than its own. The team will need 
to understand not only the quantitative differences, but also the qualitative 
differences, between its organization’s processes and the other organizations’ 
processes, in order to see how the other organizations achieve their metrics.

• Improve Finally, the team recommends process improvements in its own 
organization. Management makes commitments to improve its process in 
specific ways to help its process to become more effective and efficient.

Benchmarking is relatively straightforward when other organizations are coopera-
tive with regards to observation and measurement. 

But in a competitive situation, market rivals are unlikely to cooperate, and in some 
situations, cooperation may even be considered illegal.

Capability Maturity Models
Capability maturity models are another way to understand the effectiveness of an orga-
nization’s business processes, particularly its software development processes. Three 
software development maturity models are discussed in this section.
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Software Engineering Institute Capability 
Maturity Model (SEI CMM)
Developed at Carnegie Mellon University, the Software Engineering Institute Capability 
Maturity Model (SEI CMM) is a conceptual model that helps an organization better 
understand its own process maturity. This is a necessary step if an organization wishes 
to improve its processes, particularly if the organization is not precisely sure how to 
begin this improvement.

The SEI CMM defines five levels of maturity:

 1. Initial This level has no process, no procedures, and no consistency. Success, 
when it is attained, is achieved through brute force and luck.

 2. Repeatable At this level of maturity, there is some consistency in the ways 
that individuals perform tasks from one time to the next, as well as some 
management planning and direction to ensure that tasks and projects are 
performed consistently.

 3. Defined The organization has developed a sitewide, documented software 
development process that is used for all development projects.

 4. Managed At this level, the documented software development process 
includes key measurement points used to measure effectiveness, efficiency, 
and defects. These measurements are performed and reported to management 
as a part of the life cycle.

 5. Optimizing At this highest level of maturity, the organization has instituted 
metrics-driven process improvement techniques to bring about continuous 
improvement in its SDLC.

Considerable effort is required for an organization to ascend from one level to the 
next. This model helps an organization to better understand its current level of matu-
rity and the process changes needed to improve its maturity over time.

Capability Maturity Model Integration (CMMI)
Following the success of the SEI CMM, many other maturity models were developed for 
other software-related activities. The capability maturity model integration (CMMI) is 
an aggregation of these other models into an overall maturity model. Like the SEI CMM, 
the CMMI has five levels of maturity, although its labels differ. The CMMI has been 
designed with consideration for other software development methodologies such as 
agile development, component-based development, and iterative development.

ISO 15504
International standard ISO 15504 is also known as the Software Process Improvement 
and Capability dEtermination (SPICE) model. This is a maturity model that is based on 
SEI CMM and another model called Bootstrap.

SPICE defines six levels of software development maturity:

• Level 0 Incomplete

• Level 1 Performed
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• Level 2 Managed

• Level 3 Established

• Level 4 Predictable

• Level 5 Optimizing

Several reference models for SPICE have been developed, including software and 
system life-cycle processes, component-based development, IT service management, 
quality management, automotive embedded software, and medical device software.

Application Controls
Software applications accept, process, store, and transmit information. Unless specifi-
cally programmed and configured, software applications lack the ability to properly 
distinguish valid and reasonable data from that which is not. Controls are necessary to 
ensure that information at each stage of processing retains its required integrity.

NOTE NOTE Exam questions may present a more complex presentation than 
simple input, process, and output controls. Few business processes exist in a 
vacuum, so many process controls will also need to have the full set of internal 
input, process, and output controls for each subprocess. Test-takers should 
watch for questions which address application controls that may deal with 
subprocess requirements, or in which the output of one process is presented 
as the input for the process under review (affecting which set of controls is 
appropriate to the question).

While there are marked differences in the architecture of software applications, the 
typical approach to controls is to apply these controls at the point of entry, processing, 
and exit. In other words, controls around input data, processing, and output data are 
needed.

Input Controls
Data that is presented to an application as input data must be validated for authoriza-
tion, reasonableness, completeness, and integrity. Several controls must be implemented 
to ensure these points.

Input Authorization
All data that is input into a system must be authorized by management. The method of 
authorization or approval takes many forms:

• User access controls Only approved personnel, such as system operators, 
input clerks, business analysts, and customer service representatives are 
permitted to log in and use applications.

• Workstation identification Only approved terminals and workstations 
are permitted to be used to input transactions. Identification can take 
many forms, including electronic serial number, network address, or digital 
certificate.
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• Approved transactions and batches Through manual signature, online 

approval, and other means, management and other approved personnel 
perform necessary checks and verifications before individual transactions 
and batches of transactions are permitted to be input and processed.

• Source documents In some settings, data can be input only from existing 
source documents. This can include mailed invoices, checks, receipts, or forms 
filled in by customers. Source documents themselves should be controlled so 
that they cannot be altered, misplaced, or removed.

NOTE NOTE Well-designed applications will include logs that record when specific 
data was input, how it was input, and who authorized its input. This will permit 
an organization to research matters where there is a question on the source 
of specific input data after the fact.

Input Validation
The process of input validation is used to make sure that the type and values of infor-
mation are appropriate and reasonable. The types of input validation include

• Type checking Each input field should be programmed to accept only the 
type of data that is appropriate for the field. For instance, a numeric field 
should contain only numeric digits, and a name field should contain only 
alphabetic characters.

• Range and value checking Input fields need to validate the range and value 
of characters. For instance, the day field in a date should only accept figures 
from 1 through 31, and the month field 1 through 12. Even more intelligent 
checking is often warranted; for example, a date field often should be a date 
that is only in the past, or the future, or even a specific range of the past or 
future. Other examples include only valid ZIP or postal codes, only valid 
telephone numbers, and only valid IP addresses. In some cases, input data 
must match values in a table of data stored in the application; for instance, 
only valid city, state, or country codes, telephone area codes, or valid UPC codes.

• Existence This is a simple check to confirm that each input field actually 
contains data.

• Consistency This is a check that compares related data from different input 
fields. For instance, a ZIP code value in an input field can be validated by 
comparing it to the range of allowed ZIP codes for the city and state values.

• Length Programs must validate the length of input data in an input field. 
Fields like names and addresses are often limited to, say, 30 characters. 
This is especially important on interactive programs where intruders may 
attempt buffer overflow attacks in an attempt to cause the program to 
malfunction.
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• Check digits Numeric values such as bank account numbers can be verified 

for integrity by recalculating their check digits.

• Spelling Input fields that are supposed to contain common words can be 
spell-checked.

• Unwanted characters Input fields should filter out unwanted characters that 
could be a result of mistyping. However, unwanted characters can also be a 
sign of a software malfunction (on a system that is the source of input data) 
or of an attempted security break-in.

• Batch controls Batches of data should include calculations and counts 
to ensure the integrity and completeness of a batch of data. Some available 
methods include transaction counts, control totals (the numeric sum of one 
or more numeric fields in all of the batch records), and hash totals (a computed 
“sum” of all of the input fields regardless of their actual type).

Input validation is certainly necessary on user input forms in applications where users 
are filling in online forms. However, input validation is just as necessary on batch input 
and other automated functions; errors in other systems can occur that can cause 
input data to be input into the wrong fields; failure to validate data can result in inap-
propriate data being input and stored in a system, which can lead to other problems later.

Error Handling
As software programs perform all of the input validation checking described earlier, 
these programs must be programmed or configured to take specific action when any of 
the input validations fail. There are many possible responses, depending upon the type 
of data being input as well as the method of input:

• Batch rejection For input batches, if the transaction count, control totals, 
or hash totals of a batch do not agree with expected values, the entire batch 
should be rejected. Usually the application software will have no way to 
determine what exactly is wrong with the batch, so the only reasonable course 
of action is to reject the entire batch, which will require data control analysts 
to examine the batches to see what went wrong.

• Transaction rejection For individual input transactions, whether automated 
or user input, the software application can reject the transaction.

• Request re-input An interactive user program can request that the user 
re-input the entire form, or just the individual field that appears to be incorrect.

When an application rejects input, in most cases the application will need to create 
a log entry, error report, or other record of the rejected input, so that data analysts will 
know that an error occurred and take steps to correct it. If the application does not create 
a record of the error, then analysts are apt to believe that all data was input successfully, 
which could lead to problems later on when those invalid transactions cannot be found 
anywhere in the system.
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Processing Controls
It is necessary to ensure that data in a system retain its integrity. All new data that is 
created—for instance, as a result of calculations—must be checked for reasonableness, 
to make sure that calculations are working properly and that bad information or pro-
gram code is not creeping in through some other means. The controls to make sure that 
data in the system retains its integrity are discussed in this section.

Editing
In many types of applications, data that is initially input into the system will be changed 
from time to time. For example, a subscriber’s e-mail or mailing address may change, or 
a bank account number or license plate number may change. Often these changes are 
performed either directly by customers, or by a customer service representative during 
a telephone conversation.

Whenever values are changed, the new values must be validated before they are 
accepted and stored; otherwise, problems may ensue later on. The types of validation 
checks performed during editing are similar to those performed during initial input, 
described earlier in this section.

Calculations
When application programs are performing calculations, the results of those calcula-
tions need to be validated for accuracy and reasonableness, to verify that the application 
is performing calculations properly. Several techniques are used to validate calculations:

• Run-to-run totals This validates that specific stored or calculated data values 
retain their values throughout the steps in a transaction. This helps to ensure 
that no errors, tampering, or software malfunctions have occurred.

• Limit checking Results of specific calculations can be checked for upper 
and lower limits. Calculation results that exceed predetermined limits can 
be rejected.

• Batch totals When data is processed in batches, batch totals that are 
calculated at the beginning of the batch can be recalculated at the end 
of processing for the batch, to ensure the integrity of the batch data.

• Manual recalculation Certain transaction calculations can be recalculated 
manually by an analyst or clerk, and those manual calculation results can be 
verified or keyed into the application.

• Reconciliation When a set of records is processed that results in the creation 
of a second set of records—or the next stage of calculation results—totals from 
the old to new batches may need to be calculated to ensure that processing 
was done correctly and that no data corruption or calculation errors occurred.

• Hash values The values in selected sets of numeric or text fields can be 
rehashed at various stages of calculations, to verify that they have not been 
altered or tampered with.
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Data File Controls
When processing is performed on data stored in data files, several types of controls are 
needed to ensure the security and integrity of those data files. Some of the controls 
available include

• Data file security Access controls can be configured so that only authorized 
users or processes are permitted to access data files.

• Error handling Erroneous transactions that need to be corrected or re-input 
should be checked by personnel other than those who originally keyed them.

• Internal and external labeling Labeling on removable storage media is 
vital to ensure that the correct volume (whether tape, disc, or other storage 
medium) has been loaded.

• Data file version The version of a data file should be independently verified 
to ensure that the proper file is being processed. This would, for example, help 
to prevent processing yesterday’s file twice.

• Source files Data input at the beginning of a processing run should be 
retained for a minimum period, in case a batch needs to be rerun many 
days or weeks later.

• Transaction logs Log files containing transactions should be retained for a 
minimum period, in support of later troubleshooting or the investigation of 
data errors weeks or months later.

Processing Errors
Errors that occur during processing must be recorded in a logfile or other output me-
dium that will be examined by personnel. All errors need to be addressed, either through 
rekeying of errant data, rerunning failed batch runs, correcting data transmission errors, 
or other means.

Processing errors that occur in interactive programs may display an error message 
to the user. Depending upon the type of program, the user may have an opportunity to 
correct or rekey information.

Output Controls
Applications accept input data, perform calculations, and produce output data. The 
results of final calculations and transformations need to be checked for reasonableness 
and validity. Several types of output controls are available, depending upon the type of 
activity and data.

Controlling Special Forms
Some calculation outputs are printed on special physical forms such as checks, war-
rants, and certificates. These forms should be serialized and kept in a locking cabinet. 
In high-value situations, these forms should be kept in dual custody, where two indi-
viduals are required in order to access them.
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A forms log should be maintained to account for the use of forms. This log should 

be examined frequently to ensure that forms are used only for their stated purpose, and 
that all are accounted for.

Checks and other negotiable instruments must be secured at all times, to ensure 
that all are accounted for and properly handled. Just as with electronic data, physical 
forms must be inventoried and accounted for at each stage of processing and handling.

Signature devices and stamps, when used, must be secured at all times. They should 
be stored in locations separate from checks and certificates, and under the control of 
separate individuals.

Report Distribution and Receipt
Application processing often results in the creation of reports that are sent to autho-
rized personnel in paper or electronic form. Often these reports will contain sensitive 
information, which requires that the reports be safeguarded at all times in any form.

Forms that are printed and later delivered may need to be placed in tamper-proof 
or tamper-evident envelopes. Forms that remain in electronic form may need to be 
encrypted or password protected. Reports that are transmitted over public networks 
need to be encrypted. If recipients send electronic reports to printers, special safeguards 
may be required so that sensitive data is not left on printers for others to view.

Reconciliation
Numeric and financial data on reports may need to be reconciled to input data, data 
from intermediate calculations, or control totals. This activity, when required, should 
be documented and logged.

Retention
Reports are sometimes the only human-readable data available during each business 
cycle. Whether for research, reference, or statutory requirement, it is often necessary to 
retain reports for a minimum period of up to several years. Reports containing sensitive 
data will need to be physically safeguarded to prevent access by unauthorized personnel.

NOTE NOTE Output controls are just as vital as input controls, because the 
outputs from one system do not necessarily become the inputs to another 
system that the organization has control over. Sometimes, one system’s output 
will become another system’s inputs where little or no input validation takes 
place.

Auditing the Software Development Life Cycle
Audits of the processes used to create and maintain software will assist the organization 
in knowing how effective these processes are. This provides the organization with valu-
able information that can be used to make its processes more effective. If the IS auditor 
examines only an organization’s applications and controls, but not the processes used 
to create them, then the root cause of endemic problems in applications and processes 
may be unknowable.
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NOTE NOTE The exam will expect a general understanding of the details for 
each type of audit practice. Focus on the type of documentation and the 
mechanism for validation of each as you review this section. Watch for exam 
questions that may begin with phrases such as “During the design phase…” 
or similar terminology to guide your response.

Auditing Project Management
The IS (information systems) auditor who is auditing an organization’s project man-
agement is verifying whether the organization’s projects are adequately controlled. 
Controls in project management ensure the integrity of the organization’s projects, so 
that the systems and processes that are built actually support the requirements sup-
ported and agreed to by management.

The activities that the IS auditor should review when auditing project management 
include these:

• Oversight by senior management and any steering committee(s)

• Risk management techniques used in the project

• Processes and methodologies used to build project plans

• Methods for dealing with issues

• Management of costs

• Status reporting to management

• Project change control

• Project recordkeeping, including decisions, approvals, resource utilization, 
and costs

Auditing the Feasibility Study
IS auditors should audit any feasibility studies that occur at the beginning of major 
projects. The activities that IS auditors should review include

• Budgets and cost justifications, and whether they can be independently verified

• Criticality of the project, and/or the criticality of the business process 
supported by the project

• Alternatives that were considered, including the feasibility that existing 
systems could be used in support of the business need

• Reasonableness of the solution that was chosen and implemented

Auditing Requirements
An IS auditor should audit a project’s requirements and the process that was used to 
develop them. The IS auditor needs to review several aspects of requirements:

• Identify all of the personnel who contributed requirements, and whether this 
body of personnel actually represents all true stakeholders.
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• Interview several of the requirements contributors to better understand 

whether contributors’ requirements were included, and whether they were 
altered without their knowledge.

• Identify any ranking or alteration of requirements that may have occurred 
without the knowledge of those who contributed them.

• Perform some reasonableness checking of requirements to see if they support 
the project described in the feasibility stage.

• Determine whether the body of requirements was approved by management.

Auditing Design
The IS auditor should audit the design and specifications that were developed during a 
project. During the audit the IS auditor should consider whether:

• The design actually reflects and supports requirements and the feasibility study

• The design contains sufficient detail that application developers can produce 
software that will unambiguously meet the organization’s requirements and 
business needs

• The design was adequately reviewed and whether it was approved by 
management

• The design will reasonably result in a successful implementation that meets 
the users’ needs

• Testing and UAT (user acceptance testing) plans and criteria were developed by 
this phase in the project

Auditing Software Acquisition
For software development projects where the organization acquires software from an 
outside vendor, an IS auditor should audit several aspects and activities in the acquisi-
tion stage of the project. The IS auditor should consider whether:

• The organization performed a formal RFP (request for proposal) process

• All requirements were transferred to the RFP document

• Suitable vendors were considered, and whether their responses were properly 
analyzed against each of the requirements

• The vendor that was selected could support a majority of the requirements

• The organization did any reference checking, evaluation, or pilot prior to 
purchase

• The contract contains clauses that reasonably protect the organization in the 
event the software or the vendor fail to perform adequately

• The contract was reviewed by the organization’s legal department before being 
signed
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Auditing Development
For software development projects where the organization develops software on its 
own, the IS auditor should consider whether:

• The developers were adequately trained and experienced in the languages and 
tools used in the project

• The chosen design and development tools were adequate for the project

• The chosen computer language and other related technologies were adequate 
for the project

• The application contains adequate controls to ensure proper operation, 
recordkeeping, and support of business processes

• The application was written in support of stated requirements

• The application has adequate input, processing, and output controls

• The application performs calculations correctly

• The application produces adequate transaction and audit logs

Auditing Testing
Software that is developed within the organization or acquired from an outside vendor 
needs to be tested, to ensure that it meets the organization’s requirements. When auditing 
software testing, the IS auditor should consider whether:

• All test plans were developed during the requirements and design phases

• Test plans reflect the entirety of requirements and design elements

• All tests were performed and verified successfully

• Actual test results are available for review and who performed the testing 

• Test results have been archived for later research if needed

• Parallel tests were needed, and whether they were performed

• User acceptance testing (UAT) was performed, and the results of those tests

Auditing Implementation
Implementation should be performed only after all testing has been successful and all 
issues identified during testing have been resolved. When auditing implementation, 
the IS auditor should consider whether:

• The system was implemented using established change control procedures

• The system was administratively locked down before implementation, thereby 
preventing tampering by any developer or other persons who do not have 
authorization to access production systems

• Data conversions were performed in a controlled manner, including controls 
to ensure correct conversion processing

ch04.indd   209 9/15/2009   12:56:42 PM



CISA Certified Information Systems Auditor All-in-One Exam Guide

210

Auditing Post-Implementation
The IS auditor should audit all post-implementation activities, considering  whether:

• Any post-implementation review took place and, if so, whether the review was 
documented and actions taken

• The application supports the entire body of requirements established during 
the project

• The application is being measured to verify whether it is meeting established 
performance and ROI targets

• Excessive changes were made to the system after implementation, which could 
be an indicator of inadequate requirements or testing

• Excessive unscheduled downtime or errors occurred, which could be an 
indicator of inadequate requirements or testing

• Control balances indicate that the application is performing properly

Auditing Change Management
Change management is the management process where all changes to an environment 
are controlled. The IS auditor should consider whether:

• A change management policy and process exists, and whether it is followed 
in practice

• Adequate records exist that indicate how much the change management 
process is followed

• The number of emergency changes indicates inadequate requirements or 
testing

• Proposed changes contain implementation procedures, back-out procedures, 
and test results

• Change management meetings are minuted

• Emergency changes are adequately reviewed

Auditing Configuration Management
Configuration management involves controlling, configuring, and recording configu-
ration changes to information systems. When auditing configuration management, the 
IS auditor should consider whether:

• Configuration management policies and controls exist and are followed

• Configuration management tools are used to control and/or record changes 
made to systems

• Changes are approved through the change management process

• Configuration management tools are able to verify the integrity of systems, 
and whether discrepancies are resolved
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Auditing Business Controls
Business controls are those points in business processes where key activities occur. The 
IS auditor needs to identify the key processes in an organization and to understand 
the controls that are in place—or should be in place—that govern the integrity of those 
processes.

While many business controls are supported by IT applications, the auditor also 
needs to take a business process perspective and understand the control points from a 
strictly process viewpoint. This is necessary because, while controls may be automated 
by applications, personnel are still in control and responsible for the correct operation 
of business processes. Further, processes, even when partly or entirely automated, must 
still be monitored and managed by staff or management. And, these processes must be 
documented—itself an important control.

NOTE NOTE For the IS auditor to overlook business controls and focus only on IT 
applications would be a disservice to the organization, for the auditor could 
miss the obvious control points in key business processes. Remember, the IT 
system is not the process; instead, the IT system supports the process.

Auditing Application Controls
Application controls ensure that only valid data enters a system through input controls, 
that calculations yield only valid results, and that output data is valid. The IS auditor 
needs to examine system documentation to understand internal and external data flows 
and calculations. The IS auditor also needs to examine system records to ensure that all 
changes made to the system were authorized. There are several aspects of application 
activity that need to be examined; these are described in the remainder of this section.

Transaction Flow
The IS auditor should audit an application and follow transactions from end to end. The 
IS auditor should consider whether:

• Any data flow diagrams or flowcharts exist that describe data flow in the 
transaction, and whether such diagrams or flowcharts correctly identify the 
flow of data

• Any data items in the transaction were altered in the data flow, and where 
alterations occurred, whether audit log entries recorded those changes, 
including who made them

Observations
During an audit of information systems, the IS auditor should make several observa-
tions, including whether:

• Any segregations of duties (SODs) are established in terms of the entire 
transaction process flow
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• Input data is authorized, and how the authorization is documented

• Any balancing or reconciliation is performed to ensure data integrity

• Errors occur, how they are detected, and how they are handled

• Reports and other outputs are generated, controlled, and protected

Data Integrity Testing
Data integrity testing is used to confirm whether an application properly accepts, pro-
cesses, and stores information. Data integrity tests will determine whether there are any 
failures or errors in input, processing, or output controls in an application. The IS audi-
tor should perform several tests on the application, in each case attempting to input 
data that is invalid or unreasonable to see whether the application properly rejects in-
valid and unreasonable data. The auditor should also attempt to have the application 
perform calculations that should result in errors or exceptions—for example, a calcula-
tion result that should be rejected.

The IS auditor should not only test the stated input, calculation, and output rules for 
data integrity, but also should assess the efficacy of the rules themselves. For example, an 
auditor should determine whether the absence of a rule forbidding the entry of negative 
hours in a time-reporting system constitutes a deficiency in the application’s rules.

Testing Online Processing Systems
Online processing systems are characterized by their ability to process transactions for 
many users simultaneously. An online application must be able to compartmentalize 
each user’s work so that the users do not interfere with each other, even if two or more 
users are attempting to read or update the same records. A typical database manage-
ment system (DBMS) will be able to enforce record locking, and an application must 
have logic to deal with locked records gracefully.

Business records and transactions in database management systems are usually 
made up of rows in several different tables. Referential integrity is the characteristic that 
requires that the database management system maintain the parent-child relationships 
between records in different tables and prohibit activities such as deleting parent re-
cords and transforming child records into orphans. Application logic must be designed 
to prevent these situations and other types of “collisions” and deadlocks that can occur 
when many users are performing different tasks in an application. The characteristic of 
atomicity states that a complex transaction, which could consist of simultaneous actions 
on many records in many different tables, is performed as a single unit of work: either 
it will all be completed properly or none of it will be completed. This helps to ensure 
the integrity of all data in the database management system.

The IS auditor will need to fully understand the inner workings of an application, 
including the actions of different transactions on the underlying DBMS. Then the auditor 
will need to stage a number of different tests to see how the application handles situa-
tions that may challenge the integrity of business information. Some examples include
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• Having two different users try to open the same transaction to update them

• Having two different users try to open the same transaction, where one will 
remove the transaction while the other is trying to update it

• Having two different users open related records in a database while one of the 
users attempts to remove records that the other is viewing

These are very simple examples, but they should serve to illustrate the need for the 
IS auditor to see whether the application properly manages business records.

Auditing Applications
Applications must never be assumed to perform all of their input, processing, and out-
put perfectly. This must be the mindset of the IS auditor, that every important function 
of applications must be verified to be operating correctly and completely.

Many techniques are available for auditing IT applications, including

• Transaction tracing Here, auditors enter specific transactions and then 
carefully examine the application, data, and reports to see how the transaction 
is represented and processed in the application.

• Test batches The IS auditor creates a batch of test transactions with expected 
outcomes and directs that they be processed by the system, and their results 
compared against what is expected.

• Software mapping This is a process whereby the application software is 
traced during execution to determine whether there are any unused sections 
of code. Unused code could signify faulty program logic, obsolete code, or 
back doors.

• Baselining This process uses sets of input data (batch- or key-processed by 
the system) with known results. After system changes, the same sets of data are 
processed again to see whether the expected results have changed.

• Parallel testing Programs that simulate the application’s function are used 
to process real data to see whether results vary from the production system.

It is not suggested that an IS auditor employ all of these methods, but instead select 
those that will be most effective at verifying correct and complete processing.

Continuous Auditing
Continuous online auditing permits the IS auditor to conduct audits of an online envi-
ronment in a way that is less disruptive on business operations. Instead of more costly 
and invasive audits, IS auditors can test systems while they are running and with mini-
mum or no involvement from IT staff. Continuous auditing techniques, also known as 
Computer-Assisted Audit Testing (CAAT), are especially useful in applications such as an 
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e-commerce operation where there is no paper audit trail. Several techniques are avail-
able to perform online auditing:

• Audit hooks Special audit modules are placed in key points in an application 
and are designed to trigger if a specific audit exception or special condition 
occurs. This can alert auditors of the situation, permitting them to decide 
whether additional action is required.

• System Control Audit Review File and Embedded Audit Modules (SCARF/
EAM) Here, special audit software modules are embedded in the application; 
these modules perform continuous auditing and create an independent log of 
audit results.

• Integrated Test Facility (ITF) This permits test transactions to be processed 
in a live application environment. A separate test entity is required, however, 
so that test data does not alter financial or business results (because the test 
data does not present actual transactions).

• Continuous and intermittent simulation (CIS) Here, the application will 
contain an audit software module that examines online transactions. When a 
transaction meets audit criteria, the transaction is processed by the application 
and is also processed by a parallel simulation routine, and the results of the 
two are compared. These results are logged so that an auditor may examine 
them at a later time and decide whether any action is required based upon 
the results.

• Snapshots This technique involves the use of special audit modules embedded 
in an online application that samples specific transactions. The modules make 
copies of key parts of transactions, often by copying database records and 
storing them independently. This allows an auditor to trace specific transactions 
through an application to view the state of transactions as they flow through the 
application.

• Online inquiry Here, an auditor has the ability to query the application 
and/or its database to retrieve detailed information on specific transactions 
or groups of transactions. The auditor must often have an intimate knowledge 
of transaction and data structures to make use of this technique.

Summary
Organizations should have processes and procedures in place to manage the develop-
ment, acquisition, and maintenance of software applications and supporting infra-
structure. These processes ensure that all of the activities related to additions and 
changes to software applications are performed consistently, and that all necessary 
considerations are included and documented.

Program management is the oversight of several projects and project teams. A pro-
gram manager oversees project managers who manage individual projects in a program 
that contributes to an organization objective. The program manager’s oversight includes 
monitoring project schedules, budgets, resource allocation, conflicts, and the preparation 
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of status reports for senior management. Another form of program management 
involves the management of a project portfolio, which is a collection of all of the active 
projects, regardless of whether they contribute to a single corporate objective or to many.

Management should approve any new project only after a valid business case has 
been developed, reviewed, and approved. A business case describes the business prob-
lem, the results of any feasibility studies, a project plan, budget, and related risks. The 
project will be approved only if there is a reasonable expectation of business benefits; a 
business case should include one or more ways in which the outcome of the project can 
be measured, so that management can tell whether the project resulted in actual business 
benefit.

Projects require formal planning that includes the development of a project schedule, 
methods for estimating the time required for individual tasks, management of budgets 
and resources, identifying and resolving issues and conflicts, management of project 
records, and the creation of status reports for management. Changes to projects should 
be managed through a formal review and approval process. Project debriefs or reviews 
should take place when projects conclude, so that the organization can identify lessons 
learned that will help improve future projects.

Software development and acquisition should be managed through a SDLC or sim-
ilar process. The SDLC is a rigorous set of activities to make sure that new applications 
will meet the organization’s business needs. The phases of the software development 
life cycle are feasibility study, requirements definition, design, development, testing, 
implementation, and post-implementation. These phases are all formally documented, 
reviewed, and measured.

The feasibility study and requirements definition phases help a project team de-
velop a highly detailed set of specifications that developers can use to build the applica-
tion. An organization that is purchasing off-the-shelf software can use requirements to 
make sure that the right software product will be selected. 

The testing phase ensures that the application that was developed or acquired will 
actually perform as required. A test plan should be formally developed; this plan should 
be a direct derivation from formal requirements that were developed earlier in the proj-
ect; essentially every requirement must be measurable and confirmed during testing. 
Other critical activities in a software development project include data migration (where 
data is transferred from an older application to the new application), training (for users, 
operations, and technical support staff), and implementation of the new software 
application.

Some alternatives to the traditional SDLC process include agile development, pro-
totyping, rapid application development (RAD), data oriented system development 
(DOSD), object-oriented (OO) system development, component-based development, 
web-based development, and reverse engineering.

Software developers often use system development tools to aid in software develop-
ment. These tools include CASE (computer-aided software engineering) and 4GL 
(fourth generation languages) that can make developers more productive.

Change management and configuration management processes are used to manage 
changes to existing applications and infrastructure. Change management is a formal 
process where desired changes are planned, tested, and reviewed prior to implementa-
tion. Configuration management is a process (usually supported by automated tools) 
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of recording configuration information in operating systems, software environments, 
and applications.

Like software applications and infrastructure, business processes should also be 
managed by a life-cycle process that includes feasibility studies, requirements defini-
tion, business process engineering, testing, and implementation. Often, business pro-
cesses are tightly coupled to software applications; frequently, changes to one will 
necessitate changes in the other.

Software applications should be equipped with controls that ensure the integrity of 
information and the integrity of processing and applications. These controls include in-
put validation, processing validation, and output validation, all of which make sure that 
the data in the application is of the proper type and within required numeric ranges.

IS auditors who audit life-cycle management activities need to obtain and examine 
documents that describe program and project management processes, charters, and 
records. They need to understand the processes that are used to develop and acquire 
software applications and supporting infrastructure, as well as the processes used to 
maintain them. IS auditors need to understand the processes that are in place and 
to examine records to help determine whether the processes are followed and effective.

Notes
• Business realization operates at the strategic level developing portfolio programs, 

coordinated by formal business case modeling against business benefit.

• Project management strategies guide program execution through organization 
of resources and development of clear project objectives. Management of the 
project schedule, roles, change management, and subsequent completion 
or closure criteria determine the outcome of each project. Many project 
management methodologies exist to guide project expectations, requirements, 
and completion criteria.

• The software development life cycle (SDLC) defines a subset of project 
management focusing on the requirements for the creation, implementation, 
and maintenance of application software. The SDLC relies on a sequence 
of events that may occur one time or cyclically as part of a formal continual 
improvement process. The SDLC phases include a feasibility study, definition 
of requirements, design, development, testing, implementation, and post-
implementation phases.

• Application access is facilitated by the enterprise infrastructure, which is in 
turn developed, implemented, and maintained through a process similar 
to the SDLC. Infrastructural development begins with a review of existing 
infrastructure elements, matching each to identified requirements to 
produce the initial design. After procurement to meet design requirements, 
the activities of testing, implementation, and post-implementation follow 
similarly to the SDLC.
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• Post-implementation maintenance of information systems includes both 

change and configuration management strategies, to ensure the enterprise 
remains aligned with business requirements and practices.

• The business process life cycle (BPLC) aids in coordinating business processes 
using a sequence of events identical to that of the SDLC focused on business 
process creation, implementation, and maintenance. Benchmarking facilitates 
continuous improvement within the BPLC, while capability maturity models 
can allow point-in-time assessment of business process and information 
system capability alignment.

• Application controls limit information system access at the point of entry 
(input controls), during consumption (process controls), and at the point 
of expression (output controls).

• Auditing each element of the enterprise’s development life cycle validates 
alignment between business and regulatory controls against process and 
functional control strategies and standards. The auditor should be familiar 
with the project management strategy in place within an enterprise to ensure 
that both the elements and the process used to develop each are properly 
aligned with business process requirements.

• Auditing application controls validates the proper operation of input, 
process, and output controls by following transaction flow from initiation 
through conclusion and performing data integrity testing appropriate to 
the application design. Computer-aided audit testing (CAAT) systems are 
particularly useful for continuous audit of application controls.

Questions

 1. What testing activities should developers perform during the development 
phase?

 A. Security testing

 B. Integration testing

 C. Unit testing

 D. Developers should not perform any testing

 2. The purpose of function point analysis (FPA) is to:

 A. Estimate the effort required to develop a software program

 B. Identify risks in a software program

 C. Estimate task dependencies in a project plan

 D. Inventory inputs and outputs in a software program
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 3. A project manager needs to identify the tasks that are responsible for project 

delays. What approach should the project manager use?

 A. Function point analysis

 B. Gantt analysis

 C. Project evaluation and review technique

 D. Critical path methodology

 4. A software developer has informed the project manager that a portion of the 
application development is going to take five additional days to complete. 
The project manager should:

 A. Inform the other project participants of the schedule change.

 B. Change the project schedule to reflect the new completion time.

 C. Create a project change request.

 D. Adjust the resource budget to account for the schedule change.

 5. The phases and their order in the software development life cycle are:

  A. Requirements, feasibility, design, development, testing, implementation, 
post-implementation

 B. Feasibility, requirements, design, development, testing, implementation, 
post-implementation

 C. Feasibility, requirements, design, development, testing, implementation

 D. Requirements, feasibility, development, testing, implementation, post-
implementation

 6. What personnel should be involved in the requirements phase of a software 
development project?

 A. Systems administrators, network administrators, and software developers

 B. Developers, analysts, architects, and users

 C. Security, privacy, and legal analysts

 D. Representatives from each software vendor

 7. The primary source for test plans in a software development project is:

 A. Requirements

 B. Developers

 C. End users

 D. Vendors

 8. The primary purpose for a change management process is to:

 A. Record changes made to systems and infrastructure

 B. Review and approve proposed changes to systems and infrastructure
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 C. Review and approve changes to a project schedule

 D. Review and approve changes to application source code

 9. What is the purpose of a capability maturity model?

 A. To assess the experience of software developers

 B. To assess the experience of project managers

 C. To assess the integrity of application software

 D. To assess the maturity of business processes

 10. The purpose of input validation checking is:

 A. To ensure that input values are within acceptable ranges

 B. To ensure that input data contains the correct type of characters

 C. To ensure that input data is free of hostile or harmful content

 D. All of these

Answers
 1. C. Developers should only be performing unit testing to verify that the 

individual sections of code they have written are performing properly.

 2. A. Function point analysis (FPA) is used to estimate the effort required to 
develop a software program.

 3. D. Critical path methodology helps a project manager determine which 
activities are on a project’s “critical path.”

 4. C. When any significant change needs to occur in a project plan, a project 
change request should be created to document the reason for the change.

 5. B. The phases of the software development life cycle are feasibility, 
requirements, design, development, testing, implementation, and post-
implementation.

 6. B. Requirements need to be developed by several parties including developers, 
analysts, architects, and users.

 7. A. The requirements that are developed for a project should be the primary 
source for detailed tests.

 8. B. The main purpose for change management is to review and approve 
proposed changes to systems and infrastructure. This helps to reduce the risk 
of unintended events and unplanned downtime.

 9. D. A capability maturity model helps an organization to assess the maturity 
of its business processes, which is an important first step to any large-scale 
process improvement efforts.

 10. D. Input validation checking is used to ensure that input values are within 
established ranges, of the correct character types, and free of harmful content.
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CHAPTER 5IT Service Delivery and 
Infrastructure

This chapter discusses the following topics:
• Information systems operations
• Information systems hardware
• Information systems architecture and software
• Network infrastructure, technologies, models, and protocols
• Auditing infrastructure and operations

The topics in this chapter represent 14 percent of the CISA examination.

IT organizations are effective if their operations are effective. Management needs to be 
in control of IT operations, which means that all aspects of operations need to be mea-
sured, those measurements and reports reviewed, and management-directed changes 
carried out.

IT organizations are service organizations—their existence is to serve the organiza-
tion and support its business processes . IT’s service management operations need to be 
well designed, adequately measured, and reviewed by management. 

IS auditors need to have a keen understanding of the workings of computer hard-
ware, operating systems, and network communications technology. This knowledge 
will help the auditor to better understand many aspects of service management and 
operations.

Information Systems Operations 
IS Operations is the day-to-day control of the information systems, applications, and 
infrastructure that support organizational objectives and processes.

Management and Control of Operations 
All of the activities that take place in an IS department should be managed and controlled. 
This means that all actions and activities performed by operations personnel should be a 
part of a procedure, process, or project that has been approved by management.

221
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Management is ultimately responsible for all activities that take place in an IS Op-

erations department. The primary high-level management activities that govern IS 
Operations are:

• Development of processes and procedures Every repetitive activity 
performed by any operations personnel should be documented in the form 
of a process or procedure. This means that documents that describe each step 
of every process and procedure need to be developed, reviewed, approved by 
management, and made available to operations staff.

• Development of standards From the way that operations performs tasks to 
the brands and technologies used, standards drive consistency in everything 
that IS Operations does.

• Resource allocation Management is responsible for allocating resources 
that support IS Operations, including manpower, technology, and budget. 
Resource allocation should align with the organization’s mission, goals, and 
objectives.

• Process management All IS Operations processes should be measured 
and managed. This will ensure that processes are being performed properly, 
accurately, and within time and budget targets.

IT Service Management 
IT Service Management (ITSM) is the set of activities that ensures the delivery of IT ser-
vices is efficient and effective, through active management and the continuous improve-
ment of processes.

ITSM consists of several distinct activities:

• Service desk

• Incident management

• Problem management

• Change management

• Configuration management

• Release management

• Service-level management

• Financial management

• Capacity management

• Service continuity management

• Availability management

Each of these activities is described in detail in this section.
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ITSM is defined in the IT Infrastructure Library (ITIL) process framework, a well-rec-

ognized standard for IT Service Management. The content of ITIL is managed by the UK-
based Office of Government Commerce. IT Service Management processes can be audited 
and registered to the ISO 20000 standard, the first international standard for ITSM.

Service Desk
Often known as the help desk or call center, the ITSM Service Desk function handles 
incidents and service requests on behalf of customers by acting as a single point of con-
tact. The service desk will perform end-to-end management of incidents and service 
requests (at least from the perspective of the customer) and also be responsible for 
communicating status reports to the customer.

The service desk can also serve as a collection point for other ITSM processes, such 
as change management, configuration management, service-level management, avail-
ability management, and other ITSM functions.

Incident Management
ITIL defines an incident as, “Any event which is not part of the standard operation of a 
service and which causes, or may cause, an interruption to, or a reduction in, the qual-
ity of that service. The stated ITIL objective is to restore normal operations as quickly as 
possible with the least possible impact on either the business or the user, at a cost-effec-
tive price.”

Thus, an incident may be any of the following:

• Service outage

• Service slowdown

• Software bug

Regardless of the cause, incidents are a result of failures or errors in any component 
or layer in IT infrastructure.

In ITIL terminology, if the incident has been seen before and its root cause is known, 
this is a known error. If the service desk is able to access the catalog of known errors, this 
may result in more rapid resolution of incidents, resulting in less downtime and incon-
venience. The change management and configuration management processes are used 
to make modifications to the system in order to fix it temporarily or permanently.

If the root cause of the incident is not known, the incident may be escalated to a 
problem, which is discussed in the next section.

Problem Management
When several incidents have occurred that appear to have the same or a similar root 
cause, a problem is occurring. ITIL defines a problem as “a condition often identified as a 
result of multiple incidents that exhibit common symptoms. Problems can also be 
identified from a single significant incident, indicative of a single error, for which the 
cause is unknown, but for which the impact is significant.”
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The overall objective of problem management is the reduction in the number and 

severity of incidents.
Problem management can also include some proactive measures, including system 

monitoring to measure system health and capacity management that will help manage-
ment to forestall capacity-related incidents.

Examples of problems include:

• A server that has exhausted available resources that result in similar, multiple 
errors (which, in ITSM terms, are known as incidents)

• A software bug in a service that is noticed by and affecting many users

• A chronically congested network that causes the communications between 
many IT components to fail

Similar to incidents, when the root cause of a problem has been identified, the 
change management and configuration management processes will be enacted to make 
temporary and permanent fixes.

Change Management
Change management is the set of processes that ensures all changes performed in an IT 
environment are controlled and performed consistently. ITIL defines change manage-
ment as the “process to ensure that standardized methods and procedures are used for 
efficient and prompt handling of all changes, in order to minimize the impact of 
change-related incidents upon service quality, and consequently improve the day-to-
day operations of the organization.”

The main purpose of change management is to ensure that all proposed changes to 
an IT environment are vetted for suitability and risk, and to ensure that changes will not 
interfere with each other or with other planned or unplanned activities. In order to be 
effective, each stakeholder should review all changes so that every perspective of each 
change is properly reviewed.

A typical change management process is a formal “waterfall” process that includes 
the following steps:

• Proposal or Request Here, the person or group performing the change 
announces the proposed change. Typically, a change proposal will contain a 
description of the change, the change procedure, the IT components that are 
expected to be affected by the change, a verification procedure to ensure that 
the change was applied properly, a backout procedure in the event the change 
cannot be applied (or failed verification), and the results of tests that were 
performed in a test environment. The proposal should be distributed to all 
stakeholders several days prior to review.

• Review This is typically a meeting or discussion about the change, where 
the personnel who will be performing the change can discuss the change and 
answer any of the stakeholders’ questions. Since the change proposal was sent 
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out earlier, each stakeholder should have had an opportunity to read about 
the change in advance of the review. Stakeholders can discuss any aspect of the 
change during the review. The stakeholders may agree to approve the change, 
or they may request that it be deferred or that some aspect of the proposed 
change be altered.

• Approval When a change has been formally approved in the review step, 
the person or group responsible for change management recordkeeping will 
record the approval, including the names of the individuals who consented to 
the change. If, however, a change has been deferred or denied, the person or 
group that proposed the change will need to make alterations to the proposed 
change so that it will be acceptable, or they can withdraw the change altogether.

• Implementation The actual change is implemented per the procedure 
described in the change proposal. Here, the person(s) identified as the change 
implementors perform the actual change to the IT system(s) identified in the 
approved change procedure.

• Verification After the implementors have completed the change, they 
will perform the verification procedure to make sure that the change was 
implemented correctly and that it produces the desired result. Generally, 
the verification procedure will include one or more steps that include the 
gathering of evidence that shows the change is correct. This evidence will be 
filed with other records related to the change, and may be useful in the future 
if there is any problem with the system where this change is suspected as a 
part of the root cause.

• Post-change review Some or all changes in an IT organization will be 
reviewed after the change is implemented. In this activity, the person(s) who 
made the change discuss the change with other stakeholders in order to learn 
more about the change and whether any updates to future changes may be 
needed.

These activities should be part of a Change Control Board, a group of stakeholders 
from IT and every group that is affected by changes in IT applications and supporting 
infrastructure.

NOTE NOTE The change management process is similar to the software 
development life cycle, in that it consists of activities that systematically 
enact changes to an IT environment.

Change Management Records Most or all of the activities related to a change 
should include updates to business records so that all of the facts related to each 
change are captured for future reference. In even the smallest IT organization, there are 
too many changes taking place over time to expect that anyone will be able to recall 
facts about each change later on. Records that are related to each change serve as a 
permanent record.
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Emergency Changes While most changes can be planned in advance using the 
change management process described here, there are times when IT systems need to be 
changed right away. Most change management processes include a process for emer-
gency changes that includes most of the steps in the nonemergency change manage-
ment process, but are performed out of order. The steps for emergency changes are:

• Emergency approval When an emergency situation arises, the staff members 
attending to the emergency should still seek management approval for the 
proposed change. This approval may be done by phone, in person, or in 
writing (typically e-mail). If the approval was by phone or in person, e-mail 
or other follow-up is usually performed. Certain members of management 
should be designated in advance who can approve these emergency changes.

• Implementation The staff members perform the change.

• Verification Staff members verify that the change produced the expected 
result. This may involve other staff members from other departments or 
end users.

• Review The emergency change is formally reviewed. This review may be 
performed alongside nonemergency changes with the same group of 
individuals who discuss nonemergency changes.

Like nonemergency changes, emergency changes will have the full set of records 
that are available for future reference.

Linkage to Problem and Incident Management Often, changes are made 
as a result of an incident or problem. Emergency and nonemergency changes should 
reference specific incidents or problems so that those incidents and problems may be 
properly closed once verification of their resolution has been completed.

Configuration Management
Configuration management (CM) is the process of recording the configuration of IT sys-
tems. Each configuration setting is known in ITSM parlance as a configuration item 
(CI). CIs usually include the following:

• Hardware complement The hardware specifications of each system (e.g., 
CPU speed, amount of memory, firmware version, adaptors, and peripherals).

• Hardware configuration Settings at the hardware level may include boot 
settings, adaptor configuration, and firmware settings.

• Operating system version and configuration This includes versions, 
patches, and many operating system configuration items that have an impact 
on system performance and functionality.

• Software versions and configuration Software components such as 
database management systems, application servers, and integration interfaces 
often have many configuration settings of their own.
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Organizations that have many IT systems may automate the CM function with tools 

that are used to automatically record and change configuration settings. These tools 
help to streamline IT operations and make it easier for IT systems to be more consistent 
with one another. The database of system configurations is called a configuration man-
agement database (CMDB).

Linkage to Problem and Incident Management An intelligent problem 
and incident management system is able to access the CMDB to help IT personnel de-
termine whether incidents and problems are related to specific configurations. This can 
be an invaluable aid to those who are seeking to determine a problem’s root cause.

Linkage to Change Management Many configuration management tools are 
able to automatically detect configuration changes that are made to a system. With 
some change and configuration management systems, it is possible to correlate chang-
es detected by a configuration management system with changes approved in the 
change management process. Further, many changes that are approved by the change 
management process can be performed by configuration management tools, which can 
be used to push changes out to managed systems.

Release Management
Release management is the ITIL term used to describe the software development life cycle 
(SDLC). Release management is used to control the changes that are made to software 
programs, applications, and environments.

The release process is used for several types of changes to a system, including:

• Incidents and problem resolution Casually known as bug fixes, these types 
of changes are done in response to an incident or problem, where it has been 
determined that a change to application software is the appropriate remedy.

• Enhancements This is where new functions in an application are created 
and implemented. These enhancements may have been requested by customers, 
or they may be a part of the long-range vision on the part of the designers of 
the software program.

• Subsystem patches and changes Changes in lower layers in an application 
environment may require a level of testing that is similar to what is used 
when changes are made to the application itself. Examples of changes are 
patches, service packs, and version upgrades to operating systems, database 
management systems, application servers, and middleware.

The software development life cycle is a sequential process. That is, each change that 
is proposed to a software program will be taken through each step in the release man-
agement process. In many applications, changes are usually assembled into a “package” 
for process efficiency purposes: It is more effective to discuss and manage groups of 
changes than it would be to manage individual changes.
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The steps in a typical release process are:

• Requirements Here, each software change is described in terms of a 
feature description and requirements. The feature description is a high-level 
description of a change to software that may explain the change in business 
terms. Requirements are the detailed statements that describe a change in 
enough detail for a developer to make changes and additions to application 
code that will provide the desired functionality. Often, end users will be 
involved in the development of requirements so that they may verify that 
the proposed software change is really what they desire.

• Design After requirements have been developed, a programmer/analyst 
or application designer will create a formal design. For an existing software 
application, this will usually involve changes to existing design documents 
and diagrams, but for new applications, these will need to be created from 
scratch or copied from similar designs and modified. Regardless, the design 
will have a sufficient level of detail to permit a programmer or software 
engineer to complete development without having to discern the meaning 
of requirements or design.

• Development When requirements and design have been completed, reviewed, 
and approved, programmers or software engineers begin development. This 
involves actual coding in the chosen computer language with approved 
development tools, as well as the creation or update to ancillary components, 
such as a database design or application programming interface (API). 
Developers will often perform their own unit testing, where they test individual 
modules and sections of the application code to make sure that it works 
properly.

• Testing When the developer(s) have finished coding and unit testing, a more 
formal and comprehensive test phase is performed. Here, analysts, dedicated 
software testers, and perhaps end users will test all of the new and changed 
functionality to confirm whether it is performing according to requirements. 
Depending on the nature of the changes, some amount of regression testing is 
also performed; this means that functions that were confirmed to be working 
properly in prior releases are tested again to make sure that they continue to 
work as expected. Testing is performed according to formal, written test plans 
that are designed to confirm that every requirement is fulfilled. Formal test 
scripts are used, and the results of all tests should be recorded and archived. 
The testing that users perform is usually called user acceptance testing (UAT). 
Often, automated test tools are used, which can make testing more accurate 
and efficient. After testing is completed, a formal review and approval is 
required before the process is allowed to continue.
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• Release preparation When UAT and regression testing has been completed, 

reviewed, and approved, a release management team will begin to prepare 
the new or changed software for release. Depending upon the complexity 
of the application and of the change itself, release preparation may involve 
not only software installation but also the installation or change to database 
design, and perhaps even changes to customer data. Hence, the software 
release may involve the development and testing of data conversion tools 
and other programs that are required so that the new or changed software 
will operate properly. As with testing and other phases, full records of testing 
and implementation of release preparation details need to be captured and 
archived.

• Release deployment When release preparation is completed (and perhaps 
reviewed and approved), the release is installed on the target system(s). 
Personnel deploying the release will follow the release procedure, which 
may involve the use of tools that will make changes to the target system at 
the operating system, database, or other levels; any required data manipulation 
or migration; as well as the installation of the actual software. The release 
procedure will also include verification steps that will be used to confirm 
the correct installation of all components.

Utilizing a Gate Process Many organizations utilize a “gate process” approach 
in its release management process. This means that each step of the process undergoes 
formal review and approval before the next step is allowed to begin. For example, a 
formal design review will be performed and attended by end users, personnel who cre-
ated requirements and feature description documents, developers, and management. If 
the design is approved, development may begin. But if there are questions or concerns 
in the design review, the design may need to be modified and reviewed again before 
development is allowed to begin.

Service-Level Management
Service-level management is composed of the set of activities that confirm whether IS 
operations is providing service to its customers. This is achieved through continuous 
monitoring and periodic review of IT service delivery.

An IS department often plays two different roles in service-level management. As a 
provider of service to its own customers, the IS department will measure and manage 
the services that it provides directly. Also, many IS departments directly or indirectly 
manage services that are provided by external service providers. Thus, many IS depart-
ments are both service provider and customer, and often the two are interrelated. This 
is depicted in Figure 5-1.
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Financial Management
Financial management for IT services consists of several activities, including:

• Budgeting

• Capital investment

• Expense management

• Project accounting and project ROI

IT financial management is the portion of IT management that takes into account 
the financial value of IT services that support organizational objectives.

Capacity Management
Capacity management is a set of activities that confirm there is sufficient capacity in IT 
systems and IT processes to meet service needs. Primarily, an IT system or process has 
sufficient capacity if its performance falls within an acceptable range, as specified in 
service-level agreements (SLAs). 

Capacity management is not just a concern for current needs; capacity management 
must also be concerned about meeting future needs. This is attained through several 
activities, including:

• Periodic measurements Systems and processes need to be regularly 
measured so that trends in usage can be used to predict future capacity needs.

• Considering planned changes Planned changes to processes and IT systems 
may have an impact on predicted workload.

• Understanding long-term strategies Changes in the organization, including IT 
systems, business processes, and organizational objectives, may have an impact 

Figure 5-1 
The different 
perspectives of 
the delivery of IT 
services
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on workloads, requiring more (or less) capacity than would be extrapolated 
through simpler trend analysis.

• Changes in technology Several factors may influence capacity plans, 
including the expectation that computing and network technologies will 
deliver better performance in the future and that trends in the usage of 
technology may influence how end users use technology.

Linkage to Financial Management One of the work products of capacity man-
agement is a projection for the acquisition of additional computer or network hardware 
to meet future capacity needs. This information needs to be made a part of budgeting 
and spending management processes.

Linkage to Service-Level Management If there are insufficient resources to 
handle workloads, capacity issues may result in violations to SLAs. Systems and pro-
cesses that are overburdened will take longer to respond. In some cases, systems may 
stop responding altogether.

Linkage to Incident and Problem Management Systems with severe capac-
ity issues may take excessive time to respond to user requests. In some cases, systems 
may malfunction or users may give up. Often, users will call the service desk, resulting 
in the logging of incidents and problems.

Service Continuity Management
Service continuity management is the set of activities that is concerned with the ability of 
the organization to continue providing services, primarily in the event that a natural or 
manmade disaster has occurred.  Service continuity management is ITIL parlance for the 
more common terms business continuity planning and disaster recovery planning.

Business continuity and disaster recovery planning are discussed in detail in Chap-
ter 7, “Business Continuity and Disaster Recovery.”

Availability Management
The goal of availability management is to sustain IT service availability in support of 
organizational objectives and processes.  The availability of IT systems is governed by:

• Effective change management When changes to systems and infrastructure 
are properly vetted by a change management process, changes are less likely to 
result in unanticipated downtime.

• Effective application testing When changes to applications are made 
according to a set of formal requirements, review, and testing, the application 
is less likely to fail and become unavailable.

• Resilient architecture When the overall architecture of an application 
environment is designed from the beginning to be highly reliable, it will be 
more resilient and more tolerant of individual faults and component failures.

• Serviceable components When the individual components of an 
application environment can be effectively serviced by third-party service 
organizations, those components will be less likely to fail unexpectedly.
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NOTE NOTE Organizations typically measure availability as a percentage of uptime 
of an application or service.

Infrastructure Operations
Infrastructure operations is the entire set of activities performed by network, system, 
and application operators, facilitating the continued operation of business applica-
tions. The tasks that may be required in infrastructure operations includes:

• Running scheduled jobs

• Restarting failed jobs and processes

• Facilitating backup jobs by loading or changing backup media

• Monitoring systems, applications, and networks for availability and adequate 
performance

NOTE NOTE All routine and incident handling procedures in infrastructure 
operations should be formally documented.

Software Licensing
The majority of organizations purchase many software components in support of their 
software applications. For example, organizations often purchase operating systems, 
software development tools, database management systems, web servers, network man-
agement tools, office automation systems, and security tools. Organizations need to be 
aware of the licensing terms and conditions for each of the software products that they 
lease or purchase.

To be effective, an organization should centralize its records and expertise in soft-
ware licensing to avoid licensing issues that could lead to unwanted legal actions. Some 
of the ways that an organization can organize and control its software usage include:

• Develop policy The organization should develop policies that define 
acceptable uses of software.

• Centralize procurement This can help to funnel purchasing through a 
group or department that can help to manage and control software use.

• Implement software metering Automated tools that are installed on each 
computer (including user workstations) can alert IT of every software program 
that is run in the organization. This can help to raise awareness of any new 
software programs that are being used, as well as the numbers of copies of 
programs in use.

• Review software contracts The person or group with responsibility for 
managing software licensing should be aware of the terms and conditions 
of use.
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Monitoring 
Information systems, applications, and supporting infrastructure must be monitored to 
ensure that they continue to operate as required.

Monitoring tools and programs enables IT operations staff to detect when software 
or hardware components are not operating as planned. The IT operations staff must 
also make direct observations in order to detect some problems. The types of errors that 
should be detected and reported include:

• System errors

• Program errors

• Communications errors

• Operator errors

Simply put, any event that represents unexpected or abnormal activity should be 
recorded so that management and customers may become aware of them. This requires 
that incident and problem management processes be developed. Incident and problem 
management are discussed in detail in the earlier section, “IT Service Management.”

Software Program Library Management 
The software program library is the facility that is used to store and manage access to an 
organization’s application source and object code.

In most organizations, application source code is highly sensitive. It may be consid-
ered intellectual property, and it may contain information such as algorithms, encryp-
tion keys, and other sensitive information that should be accessed by as few persons as 
possible. In a very real sense, application source code should be considered informa-
tion and be treated as such through the organization’s security policy and data classifi-
cation policy.

A software program library often exists as an information system with a user inter-
face and several functions, including:

• Access and authorization controls The program library should uniquely 
identify all individuals who attempt to access the program library and 
authenticate them with means that are commensurate with the sensitivity of 
the application. The program library should be able to manage different roles 
or levels of access so that each person is able to perform only the functions 
that they are authorized to perform. Also, the program library should be 
able to restrict access to different modules or applications stored within it; 
for example, source code that is more sensitive should be accessible by fewer 
personnel than less sensitive source code.

• Program checkout This means that an authorized user is able to access some 
portion of application source code, presumably to make a modification or 
perform analysis. Checkout permits the user to make a copy of the source code 
module that might be stored elsewhere on the program library or on another 
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computer. Often, checkout is only permitted upon management approval, or 
it may be integrated with a defect tracking system so that a developer is able 
to check out a piece of source code only if there is a defect in that program 
that has been assigned to her. When source code is checked out, the program 
library may be able to “lock” that section of source code so that another 
developer is not able to also check it out—this could result in a “collision” 
where two developers are making changes to the same section of code at the 
same time.

• Program checkin This function allows an authorized user to return a section 
of application source code to the program library. A program library will 
usually only permit the person who checked out a section of code to check it 
back in. If the user who is checking in the code section made modifications to 
it, the program library will process those changes and may perform a number 
of additional functions, including version control and code scanning. If the 
section of code being checked in was locked, the program library will either 
automatically unlock it or ask the user whether it should remain locked.

• Version control This function allows the program library to manage 
changes to the source code by tracking the changes that are made to it each 
time it is checked in. Each time a source code module is modified, a “version 
number” is incremented. This gives the program library the ability to recall 
any prior version of a source code module at any time in the future. This can 
be useful during program troubleshooting or investigations into a particular 
programmer’s actions.

• Code analysis Some program library systems are able to perform different 
types of code analysis when source code is checked in. This may include a 
security scan that will examine the code to look for vulnerabilities or a scan 
that will determine whether the checked-in module complies with local 
coding policies and standards.

These controls enable an organization to have a high degree of control over the in-
tegrity and, hence, quality and security, of its software applications.

Quality Assurance 
The purpose of quality assurance is to ensure that changes to software applications, 
operating system configuration, network device configuration, and other types of 
changes to information systems are performed properly. Primarily, this is carried out 
through independent verification of work.

NOTE NOTE The implementation step in most development and change processes 
can be divided into two parts: one person who implements a change and 
another person who verifies its accuracy.
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Security Management 
Information security management is the collection of high-level activities that ensure 
that an organization’s information security program is adequate and operating properly. 
An information security management program usually consists of several activities:

• Development of security policy, processes, procedures, and standards

• Risk assessment

• Impact analysis

• Vulnerability management

These topics are discussed in detail in Chapter 6, “Information Asset Protection.”

Information Systems Hardware 
Hardware is the elemental basis of information systems. It consists of circuit boards 
containing microprocessors and memory, and circuitry connecting other components, 
such as hard disk drives, and peripherals, such as printers and network connections.

IS auditors need to understand at least the basic concepts of computer hardware 
architecture, maintenance, and monitoring so that an organization’s use and care of 
information systems hardware can be properly assessed. A lack of knowledge in this 
area could result in the auditor overlooking important aspects of an organization’s op-
erations.

Computer Usage 
Computers are manufactured for a variety of purposes and contexts, and are used for 
many different purposes. They can be classified by their capacity, throughput, size, use, 
or the operating system or software that they use. 

Types of Computers
From a business perspective, the types of computers are:

• Supercomputer These are the largest computers in terms of the number 
and/or power of their central processing units (CPUs). Supercomputers are 
generally employed for scientific applications such as weather and climate 
forecasting, seismology, and other computer-intensive applications.

• Mainframe These are the business workhorse computers that are designed 
to run large, complex applications that operate on enormous databases or 
support vast numbers of users. When computing began, mainframes were the 
only kind of computer; most of the other types evolved from the mainframe.

• Midrange These computers are not as large and powerful as mainframe 
computers, but are larger or more powerful than small servers. There are no 
hard distinctions between these sizes of computers, but only vague, rough 
guidelines.
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• Server If mainframe computers are the largest business servers, then the 

ordinary server is the smallest. In terms of its hardware complement and 
physical appearance, a server can be indistinguishable from a user’s desktop 
computer.

• Desktop This is a computer that is used by an individual worker. Its size 
makes it fairly easy to move from place to place, but it is not considered 
portable. The desktop computers of today are more powerful in many ways 
than the mainframe computers of a few decades ago. Desktop computers used 
to be called microcomputers, but the term is seldom used now.

• Laptop/notebook This computer is portable in every sense of the word. It is 
self-contained, is equipped with a battery, and folds for storage and transport. 
Functionally, desktop and laptop computers are nearly identical: They may 
run the same operating system and programs.

• Mobile These computers come in the form of personal digital assistants 
(PDAs), smart phones, and ultra-small laptops (this is another area where 
two categories blur at the edges).

Uses for Computers
Aside from the sizes and types of computers discussed in the previous section, comput-
ers may also be used for several reasons, including:

• Application server This is a computer—usually a mainframe, midrange, or 
server—that runs application-server software. An application server contains 
one or more application programs that run on behalf of users. Data used by 
an application server may be stored on a database server.

• Web server This is a server that runs a web server program to make web 
pages available to users. A web server will usually contain both the web server 
software and the content (“pages”) that are requested by and sent to users’ 
web browser programs. A web server can also be linked to an application 
server or database server to permit the display of business information, such 
as filling out order forms, viewing reports, and so on.

• Database server Also a mainframe, midrange, or small server, a database 
server runs specialized database management software that controls the 
storage and processing of large amounts of data that reside in one or more 
databases.

• File server This computer is used to provide a central location for the storage 
of commonly used files. File servers may be used by application servers or by a 
user community.

• Print server In an environment that uses shared printers, a print server is 
typically used to receive print requests from users or applications and store 
them temporarily until they are ready to be printed.

• Production server/test server The terms production server and test server 
denote whether a server supports actual business use (a production server) 
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or whether it is a separate server that can be used to test new programs or 
configurations (a test server). Most organizations will have at least one 
test server for every type of production server so that any new programs, 
configurations, patches, or settings can be tested on a test server, where 
there will be little or no risk of disrupting actual business operations.

• Thick client A thick client is a user’s computer (of the desktop or laptop 
variety) that contains a fully functional operating system and application 
programs. Purists will argue that a thick client is only a thick client if the 
system contains one or more software application client programs. This is 
a reasonable distinction between a thick client and a workstation, described 
below.

• Thin client A thin client is a user’s workstation that contains a minimal 
operating system and little or no data storage. Thin client computers are often 
used in businesses where users run only application programs that can be 
executed on central servers and display data shown on the thin client’s screen. 
A thin client may be a desktop or laptop computer with thin client software, 
or it may be a specialized computer with no local storage other than flash 
memory.

• Workstation A user’s laptop or desktop computer. For example, a PC 
running the Windows operating system and using Star Office word processor 
and spreadsheet programs, a Firefox browser, and Winamp media player 
would be considered a workstation.

NOTE NOTE For the most part, computers are designed for general use in mind so 
that they may perform any of the functions listed here.

Computer Hardware Architecture
Computers made since the 1960s share common characteristics in their hardware ar-
chitecture. They have one or more central processing units, a bus (or more than one), 
main memory, and secondary storage. They also have some means for communicating 
with other computers or with humans, usually through communications adaptors.

This section describes computer hardware in detail.

Central Processing Unit
The central processing unit, or CPU, is the main hardware component of a computer 
system. The CPU is the component that executes instructions in computer programs.

Each CPU has an arithmetic logic unit (ALU), a control unit, and a small amount of 
memory. The memory in a CPU is usually in the form of registers, which are memory 
locations where arithmetic values are stored.

The CPU in modern computers is wholly contained in a single large-scale integration 
integrated circuit (LSI IC), more commonly known as a microprocessor.  A CPU is attached 
to a computer circuit board (often called a motherboard on a personal computer) by 
soldering or a plug-in socket. A CPU on a motherboard is shown in Figure 5-2.
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CPU Architectures A number of architectures dominate the design of CPUs. Two 
primary architectures that are widely used commercially are:

• CISC (complex instruction set computer)  This CPU design has a 
comprehensive instruction set, many instructions can be performed in 
a single cycle. This design philosophy claims superior performance over 
RISC. Well-known CISC CPUs include Intel x86, VAX, PDP-11, Motorola 
68000, and System/360.

• RISC (reduced instruction set computer) This CPU design uses a smaller 
instruction set (meaning fewer instructions in its “vocabulary”), with the idea 
that a small instruction set will lead to a simpler microprocessor design and 
better computer performance. Well-known RISC CPUs include Alpha, MIPS, 
PowerPC, and SPARC.

Computer Architectures Early computers had a single CPU. However, it be-
came clear that many computing tasks could be performed more efficiently if comput-
ers had more than one CPU to perform them. Some of the ways that computers have 
implemented multiple CPUs are:

• Single CPU In this design, the computer has a single CPU. This simplest 
design is still prevalent, particularly among small servers and personal 
computers.

• Multiple CPUs A computer design can accommodate multiple CPUs, from 
as few as 2 to as many as 128 or more. There are two designs for multi-CPU 
computers: symmetric and asymmetric. In the symmetric design, all CPUs 
are equal in terms of how the overall computer’s architecture uses them. In 
the asymmetric design, one CPU is the “master.” Virtually all multi-CPU 
computers made today are symmetric.

Figure 5-2 
A CPU that is 
plugged into a 
computer circuit 
board (Image 
courtesy Fir0002/
Flagstaffotos)
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• Multicore CPUs A change in the design of CPUs themselves has led to 

multicore CPUs, in which two or more central processors occupy a single 
CPU chip. The benefit of multicore design is the ability for software code 
that can be executed in parallel, leading to improved performance. Many 
newer servers and personal computers are equipped with multicore CPUs.

Bus
A bus is a component in a computer that provides the means for the other different 
components to communicate with each other. A computer’s bus connects the CPU with 
its main and secondary storage, as well as to external devices.

Most computers also utilize electrical connectors that permit the addition of small 
circuit boards that may contain additional memory, a communications device or adap-
tor (for example, a network adaptor or a modem), a storage controller (for example, a 
SCSI or ATA disk controller), or an additional CPU.

Several industry standards for computer buses have been developed. Notable stan-
dards include:

• SBus This standard was developed by Sun Microsystems. It uses a 32-bit data 
path and has a transfer rate up to 100 Mbit/sec.

• MBus This standard was developed by Sun Microsystems and employs a 
64-bit data path and a transfer rate of 80 Mbit/sec.

• PCI Local Bus This bus standard was developed by Intel and is popular in 
Intel-based desktop PCs. It has a transfer rate of 133 Mbit/sec.

• PC Card Formerly known as PCMCIA, the PC Card bus is prevalent in 
laptop computers, and is commonly used for the addition of specialized 
communication devices or disk controllers.

It is not uncommon for a computer to have more than one bus. For instance, many 
PCs have an additional bus that is known as a front side bus (FSB), which connects the 
CPU to a memory controller hub, as well as a high-speed graphics bus, a memory bus, 
and the low pin count (LPC) bus that is used for low-speed peripherals such as parallel 
and serial ports, keyboard, and mouse.

Main Storage
A computer’s main storage is used for short-term storage of information. Main storage 
is usually implemented with electronic components such as random access memory 
(RAM), which is relatively expensive but also relatively fast in terms of accessibility and 
transfer rate.

A computer uses main storage for several purposes:

• Operating system The computer’s running operating system uses main 
storage to store information about running programs, open files, logged-in 
users, in-use devices, and so on.

• Buffers Operating systems and programs will set aside a portion of memory 
as a “scratch pad” that can be used to temporarily store information retrieved 
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from hard disks or information that is being sent to a printer or other device. 
Buffers are also used by network adaptors to temporarily store incoming and 
outgoing information.

• Storage of program code Any program that the computer is currently 
executing will be stored in main storage so that the CPU can quickly access 
and read any portion of the program as needed. Note that the program in 
main storage is only a working copy of the program, used by the computer to 
quickly reference instructions in the program.

• Storage of program variables When a program is being run, it will 
store intermediate results of calculations and other temporary data. This 
information is stored in main storage, where the program can quickly 
reference portions of it as needed.

Main storage is typically volatile. This means that the information stored in RAM 
should be considered temporary. If electric power were suddenly removed from the 
computer, the contents of main storage would vanish and would not be easily recov-
ered, if at all.

There are different technologies used in computers for main storage:

• DRAM—Dynamic RAM The most common form of semiconductor 
memory, data is stored in capacitors that require periodic refreshing to 
keep them charged—hence the term dynamic.

• SRAM—Static RAM Another form of semiconductor memory that does not 
require periodic refresh cycles like DRAM.

A typical semiconductor memory module is shown in Figure 5-3.

Secondary Storage
Secondary storage is the permanent storage used by a computer system. Unlike primary 
storage (which is usually implemented in volatile RAM modules), secondary storage is 
persistent and can last many years.

This type of storage is usually implemented using hard disk drives ranging in capac-
ity from megabytes to terabytes.

Secondary storage represents an economic and performance tradeoff from primary 
storage. It is usually far slower than primary storage, but the unit cost for storage is far 

Figure 5-3 
Typical RAM module 
for a workstation 
or server 
(Image courtesy 
Sassospicco)
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less costly. At the time of this writing, the price paid for about 12GB of RAM could also 
purchase a 1.5TB hard disk drive, which makes RAM (primary) storage more than 1,000 
times more expensive than hard disk (secondary) storage. A hard disk drive from a 
desktop computer is shown in Figure 5-4.

A computer uses secondary storage for several purposes:

• Program storage The programs that the computer executes are contained in 
secondary storage. When a computer begins to execute a program, it makes a 
working copy of the program in primary storage.

• Data storage Information read into, created by, or used by computer 
programs is often stored in secondary storage. Secondary storage is usually 
used when information is needed for use at a later time.

• Computer operating system The set of programs and device drivers that are 
used to control and manage the use of the computer are stored in secondary 
storage.

• Temporary files Many computer programs need to store information for 
temporary use that may exceed the capacity of main memory. Secondary 
storage is often used for this purpose. For example, a user wishes to print a 
data file onto a nearby laser printer; software on the computer will transform 
the stored data file into a format that is used by the laser printer to make 
a readable copy of the file; this “print file” is stored in secondary storage 
temporarily until the printer has completed printing the file for the user, 
and then the file is deleted.

• Virtual memory This is a technique for creating a main memory space that 
is physically larger than the actual available main memory. Virtual memory is 
discussed in detail later in this chapter in the section, “Computer Operating 
Systems.”

While secondary storage is usually implemented with hard disk drives, some sys-
tems use semiconductor flash memory. Flash is a non-volatile semiconductor memory 
that can be rewritten and requires no electric power to preserve stored data.

Figure 5-4 
Typical computer 
hard disk drive 
(Image courtesy 
Robert Jacek 
Tomczak)
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While secondary storage technology is persistent and highly reliable, hard disk 

drives and even flash memory are known to fail from time to time. For this reason, 
important data in secondary storage is often copied to other storage devices on the 
same computer, on a different computer, or it is copied onto computer backup tapes 
that are designed to store large amounts of data for long periods at low cost. This prac-
tice of data backup is discussed at length in the section “Information Systems Opera-
tions” earlier in this chapter.

Firmware
Firmware is special-purpose storage that is used to store the instructions needed to start 
a computer system. Typically, firmware consists of low-level computer instructions that 
are used to control the various hardware components in a computer system and to load 
and execute components of the operating system from secondary storage. This process 
of system initialization is known as an initial program load (IPL) or bootstrap (or just 
“boot”).

Read-only memory (ROM) technology is often used to store a computer’s firmware. 
There are several available ROM technologies in use, including:

• ROM (read-only memory)  The earliest forms of ROM are considered 
permanent and can never be modified. The permanency of ROM makes it 
secure, but it can be difficult to carry out field upgrades. For this reason ROM 
is not often used.

• PROM (programmable read-only memory)  This is also a permanent and 
unchangeable form of storage. A PROM chip can be programmed only once, 
and must be replaced if the firmware needs to be updated. 

• EPROM (erasable programmable read-only memory)  This type of 
memory can be written with a special programming device and then erased 
and rewritten at a later time. EPROM chips are erased by shining UV light 
through a quartz window on the chip; the quartz window is usually covered 
with a foil label, although sometimes an EPROM chip does not have a 
window at all, which effectively makes it a PROM device.

• EEPROM (electrically erasable programmable read-only memory)  This 
is similar to EPROM, except that no UV light source is required to erase and 
reprogram the EEPROM chip; instead, signals from the computer in which 
the EEPROM chip is stored can be used to reprogram or update the EEPROM. 
Thus, EEPROM was one of the first types of firmware that could be updated by 
the computer on which it was installed.

• Flash This memory is erasable, reprogrammable, and functionally similar to 
EEPROM, in that the contents of flash memory can be altered by the computer 
that it is installed in. Flash memory is the technology used in popular portable 
storage devices such as USB memory devices, Secure Digital (SD) cards, 
Compact Flash, and Memory Stick.

A well-known use for firmware is the ROM-based BIOS (basic input/output system) 
on IBM and Intel-based personal computers.
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I/O and Networking
Regardless of their specific purpose, computers nearly always must have some means for 
accepting input data from some external source, as well as for sending output data to 
some destination. Whether this input and output are continuous or infrequent, comput-
ers usually have one or more methods for transferring data. These methods include:

• Input/output (I/O) devices Most computers have external connectors 
to permit the attachment of devices such as keyboards, mice, monitors, 
scanners, printers, and cameras. The electrical signal and connector-type 
standards include PS/2 (for keyboards and mice), USB, parallel, serial, and 
FireWire. Some types of computers lack these external connectors; instead, 
special adaptor cards can be plugged into a computer’s bus connector. Early 
computers required reprogramming and/or reconfiguration when external 
devices were connected, but newer computers are designed to automatically 
recognize when an external device is connected or disconnected, and will 
adjust automatically.

• Networking A computer can be connected to a local or wide area data 
network. Then, one of a multitude of means for inbound and outbound 
data transfer can be configured that will use the networking capability. Some 
computers will have built-in connectors or adaptors, but others will require 
the addition of internal or external adaptors that plug into bus connectors 
such as SBus, MBus, PC Card, or PCI.

Multicomputer Architectures
Organizations that use several computers have a lot of available choices. Not so long 
ago, organizations that required several servers would purchase individual server com-
puters. Now there are choices that can help to improve performance and reduce capital, 
including:

• Blade computers This architecture consists of a main chassis component 
that is equipped with a central power supply, cooling, network, and console 
connectors, with several slots that are fitted with individual CPU modules. 
The advantage of blade architecture is the lower-than-usual unit cost for each 
server module, since it consists of only a circuit board. The costs of power 
supply, cooling, etc., are amortized among all of the blades. A typical blade 
system is shown in Figure 5-5.

• Grid computing The term grid computing is used to describe a large number of 
loosely coupled computers that are used to solve a common task. Computers 
in a grid may be in close proximity to each other or scattered over a wide 
geographic area. Grid computing is a viable alternative to supercomputers 
for solving computationally intensive problems. 

• Server clusters A cluster is a tightly coupled collection of computers that 
are used to solve a common task. In a cluster, one or more servers actively 
perform tasks, while zero or more computers may be in a “standby” state, 
ready to assume active duty should the need arise. Clusters usually give the 
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appearance of a single computer to the perspective of outside systems. Clusters 
usually operate in one of two modes: active-active and active-passive. In active-
active mode, all servers perform tasks; in active-passive mode, some servers are 
in a standby state, waiting to become active in an event called a failover, which 
usually occurs when one of the active servers has become incapacitated.

• Virtual servers A virtual server is an active, instance of a server operating 
system running on a machine that is designed to house two or more such 
virtual servers. Each virtual server is logically partitioned from every other 
so that each runs as though it were operating on its own physically separate 
machine.

These options give organizations the freedom to develop a computer architecture 
that will meet their needs in terms of performance, availability, flexibility, and cost.

Hardware Maintenance 
In comparison to computer hardware systems that were manufactured through the 
1980s, today’s computer hardware requires little or no preventive or periodic mainte-
nance. 

Computer hardware maintenance is limited to periodic checks to ensure that the 
computer is free of dirt and moisture. From time to time, a systems engineer will need 
to open a computer system cabinet and inspect it for accumulation of dust and dirt, 
and she may need to remove this debris with a vacuum cleaner or filtered compressed 
air. Depending on the cleanliness of the surrounding environment, inspection and 
cleaning may be needed as often as every few months or as seldom as every few years.

Figure 5-5 
Blade computer 
architecture (Image 
courtesy Robert 
Kloosterhuis)
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Maintenance may also be carried out by third-party service organizations that spe-

cialize in computer maintenance.
Hardware maintenance is an activity that should be monitored. Qualified service 

organizations should be hired to perform maintenance at appropriate intervals. If peri-
odic maintenance is required, management should establish a service availability plan 
that includes planned downtime when such operations take place.

Automated hardware monitoring tools can provide information that will help de-
termine whether maintenance is needed. Automated monitoring is discussed in the 
next section.

Hardware Monitoring
Automated hardware monitoring tools can be used to keep a continuous watch on the 
health of server hardware. In an environment with many servers, this capability can be 
centralized so that the health of many servers can be monitored using a single monitor-
ing program.

Hardware monitoring capabilities may vary among different makes of computer 
systems, but can include any or all of the following:

• CPU Monitoring will indicate whether the system’s CPU is operating 
properly and whether its temperature is within normal range.

• Power supply Monitoring will show whether the power supply is operating 
properly, including input voltage, output voltage and current, cooling fans, 
and temperature.

• Internal components Monitoring will specify whether other internal 
components such as storage devices, memory, chipsets, controllers, adaptors, 
and cooling fans are operating properly and within normal temperature 
ranges.

Centralized monitoring environments typically utilize the local area network for 
transmitting monitoring information from monitored systems to a monitoring con-
sole. Many monitoring consoles have the ability to send alert messages to the personnel 
who manage the systems being monitored. Often, reports can show monitoring statis-
tics over time so that personnel can identify trends that could be indications of im-
pending failure.

Information Systems Architecture and Software
This section discusses computer operating systems, data communications, file systems, 
database management systems, media management systems, and utility software.

Computer Operating Systems
Computer operating systems (which are generally known as operating systems, or OSs) 
are large, general-purpose programs that are used to control computer hardware and 
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facilitate the use of software applications. Operating systems perform the following 
functions:

• Access to peripheral devices The operating system controls and manages 
access to all devices and adaptors that are connected to the computer. This 
includes storage devices, display devices, and communications adaptors.

• Storage management The operating system provides for the orderly storage 
of information on storage hardware. For example, operating systems provide 
file system management for the storage of files and directories on hard drives.

• Process management Operating systems facilitate the existence of multiple 
processes, some of which will be computer applications and tools. Operating 
systems ensure that each process has private memory space and is protected 
from interference by other processes.

• Resource allocation Operating systems facilitate the sharing of resources on 
a computer such as memory, communications, and display devices.

• Communication Operating systems facilitate communications with users 
and also with other computers through networking. Operating systems 
typically have drivers and tools to facilitate network communications.

• Security Operating systems restrict access to protected resources through 
user and device authentication.

Examples of popular operating systems include AIX, Solaris, Linux, Mac OS, and 
Windows.

The traditional context of the relationship between operating systems and com-
puter hardware is this: One copy of a computer operating system runs on a computer at 
any given time. Virtualization, however, is changing all of that.

OS Virtualization
Operating system virtualization technology permits the more efficient use of computer 
hardware by allowing multiple independent copies of an operating system to run on a 
computer at the same time.

Virtualization software provides security by isolating each running operating sys-
tem and preventing it from interfering with others. But virtualization software supports 
communication between running OS instances through networking: The virtualization 
software can act like a network and support TCP/IP-based communications between 
running operating systems as though they were running on separate computers over a 
traditional network.

Clustering
Using special software, a group of two or more computers can be configured to operate 
as a cluster. This means that the group of computers will appear as a single computer for 
the purpose of providing services. Within the cluster, one computer will be active and 
the other computer(s) will be in passive mode; if the active computer should experi-
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ence a hardware or software failure and crash, the passive computer(s) will transition 
to active mode and continue to provide service. This is known as active-passive mode.

Clusters can also operate in active-active mode, where all computers in the cluster 
provide service; in the event of the failure of one computer in the cluster, the remaining 
computer(s) will continue providing service.

Grid Computing
Grid computing is a technique used to distribute a problem or task to several comput-
ers at the same time, taking advantage of the processing power of each, in order to solve 
the problem or complete the task in less time. Grid computing is a form of distributed 
computing, but in grid computing, the computers are coupled more loosely and the 
number of computers participating in the solution of a problem can be dynamically 
expanded or contracted at will.

Cloud Computing
Cloud computing refers to dynamically scalable and usually virtualized computing re-
sources that are provided as a service. Cloud computing services may be rented or leased 
so that an organization can have a scalable application without the need for supporting 
hardware. Or, cloud computing may include networking, computing, and even applica-
tion services in a Software-as-a-Service (SaaS) model.

Data Communications Software 
The prevalence of network-centric computing has resulted in networking capabilities 
being included with virtually every computer and being built in to virtually every com-
puter operating system. Almost without exception, computer operating systems include 
the ability for the computer to connect with networks based on the TCP/IP suite of 
protocols, enabling the computer to communicate on a home network, enterprise busi-
ness network, or the global Internet.

Data communications is discussed in greater detail later in this chapter.

File Systems
A file system is a logical structure that facilitates the storage of data on a digital storage 
medium such as a hard drive, CD/DVD-ROM, or flash memory device. The structure of 
the file system facilitates the creation, modification, expansion and contraction, and 
deletion of data files. A file system may also be used to enforce access controls to regu-
late which users or processes are permitted to access or alter files in a file system.

It can also be said that a file system is a special-purpose database designed for the 
storage and management of files.

Modern file systems employ a storage hierarchy that consists of two main ele-
ments:

• Directories A directory is a structure that is used to store files. A file system 
may contain one or more directories, each of which may contain files and 
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subdirectories. The topmost directory in a file system is usually called the 
“root” directory. A file system may exist as a hierarchy of information, in 
the same way that a building can contain several file rooms, each of which 
contains several file cabinets, which contain drawers that contain dividers, 
folders, and documents. Directories are sometimes called folders in some 
computing environments.

• Files A file is a sequence of zero or more characters that are stored as a 
whole. A file may be a document, spreadsheet, image, sound file, computer 
program, or data that is used by a program. A file can be small as zero 
characters in length (an empty file) or as large as many gigabytes (trillions 
of characters). A file occupies units of storage on storage media (which could 
be a hard disk or flash memory device, for example) that may be called blocks 
or sectors; however, the file system hides these underlying details from the 
user so that the file may be known simply by its name and the directory in 
which it resides.

Well-known file systems in use today include: 

• FAT (File Allocation Table)  This file system has been used in MS-DOS and 
early versions of Microsoft Windows. Versions of FAT include FAT12, FAT16, 
and FAT32. FAT is often used as the file system on portable media devices such 
as flash drives, and it does not support security access controls.

• NTFS (NT File System)  This is used in newer versions of Windows, including 
desktop and server editions. NTFS supports file- and directory-based access 
control and file system journaling.

• HFS (Hierarchical File System)  This is the file system used on computers 
running the Mac OS operating system.

• ISO 9660 This is a file system used by CD-ROM and DVD-ROM media.

• UDF (Universal Disk Format)  This is an optical media file system that is 
considered a replacement for ISO 9660. UDF is widely used on rewritable 
optical media.

Database Management Systems
A database management system, or DBMS, is a software program that facilitates the 
storage and retrieval of potentially large amounts of information. A DBMS contains 
methods for inserting, updating, and removing data; these functions can be used by 
computer programs and software applications. A DBMS also usually contains authenti-
cation and access control, thereby permitting the control over which users may access 
what data.

There are three principal types of DBMSs in use today: relational, object, and hier-
archical, described in this section. 
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Relational Database Management Systems
Relational database management systems (rDBMSs) represent the most popular model 
used for database management systems. A relational database permits the design of a 
logical representation of information.

Many relational databases are accessed and updated through the SQL (Structured 
Query Language) computer language. Standardized in ISO and ANSI standards, SQL is 
used in many popular relational database management system products.

Basic Concepts A relational database consists of one or more tables. A table can be 
thought of as a simple list of records, like lines in a data file. The records in a table are 
often called rows. The different data items that appear in each row are usually called 
fields.

A table often has a primary key. This is simply one of the table’s fields, whose values 
are unique. For example, a table of healthcare patient names can include each patient’s 
Social Security number, which can be made the primary key for the table.

One or more indexes can be built for a table. An index facilitates rapid searching for 
specific records in a table based upon the value of one of the fields other than the pri-
mary key. For instance, a table that contains a list of assets that includes their serial 
numbers can have an index of the table’s serial numbers.

One of the most powerful features of a relational database is the use of foreign keys. 
Here, a foreign key is a field in a record in one table that can reference a primary key in 
another table. For example, a table that lists sales orders includes fields that are foreign 
keys, each of which references records in other tables. This is shown in Figure 5-6.

Figure 5-6 Fields in a sales order table point to records in other tables.
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Relational databases enforce referential integrity. This means that the database will 

not permit a program (or user) to delete rows from a table if there are records in other 
tables whose foreign keys reference the row to be deleted. The database instead will 
return an error code that will signal that there are rows in other tables that would be 
“stranded” if the row was deleted. Using the example in Figure 5-6, a relational data-
base will not permit a program to delete salesperson #2 or #4 since there are records in 
the sales order table that reference those rows.

The power of relational databases comes from their design and from the SQL lan-
guage. Queries are used to find one or more records from a table using the SELECT 
statement. An example statement is 

SELECT * FROM Orders WHERE Price > 100 ORDER BY Customer

One powerful feature in relational databases is a special query called a join, where 
records from two or more tables are searched in a single query. An example join query is

SELECT Salesperson.Name, count(*) AS Orders FROM Salesperson JOIN Salesperson_
Number ON Salesperson.Number = Orders.Salesperson GROUP BY Salesperson.Name

This query will produce a list of salespersons and the number of orders they 
have sold.

Relational Database Security Relational databases in commercial applications 
need to have some security features. Three primary security features are:

• Access controls Most relational databases have access controls at the table 
and field levels. This means that a database can permit or deny a user the 
ability to read data from a specific table or even a specific field. In order to 
enforce access controls, the database needs to authenticate users so that it 
knows the identity of each user making access requests.

• Encryption Sensitive data such as financial or medical records may need 
to be encrypted. Some relational databases provide field-level database 
encryption that permits a user or application to specify certain fields that 
should be encrypted.

• Audit logging Database management systems provide audit logging features 
that permit an administrator or auditor to view some or all activities that take 
place in a database. Audit logging can show precisely the activities that 
take place, including details of database changes and the person who made 
those changes. The audit logs themselves can be protected so that they resist 
tampering, which can make it difficult for someone to make changes to data 
and erase their tracks.

Database administrators can also create views, which are stored queries accessible as 
virtual tables. Views can simplify viewing data by aggregating or filtering data. They can 
improve security by exposing only certain records or fields to users.
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Object Database
An object database (or Object Database Management System, ODBMS) is a database 
where information is represented as objects that are used in object-oriented program-
ming languages. Object-oriented databases are used for data that does not require stat-
ic or pre-defined attributes, such as a fixed-length field or defined data structure. The 
data can even be of varying types. The data that is contained in an object-oriented da-
tabase is unpredictable in nature.

Unlike the clean separation between programs and data in the relational database 
model, object databases make database objects appear as programming language ob-
jects. Both the data and the programming method are contained in an object. Object 
databases are really just the mechanisms used to store data that is inherently part of the 
basic object-oriented programming model. Thus, when a data object is accessed, the 
data object itself will contain functions (methods), negating the requirement for a query 
language like SQL.

Object databases are not widely used commercially. They are limited to a few ap-
plications requiring high-performance processing on complex data.

Relational databases are starting to look a little more like object databases through 
the addition of object-oriented interfaces and functions; object-oriented databases are 
starting to look a little more like relational databases through query languages such as 
Object Query Language (OQL).

Hierarchical Database
A hierarchical database is so named because its data model is a top-down hierarchy, with 
parent records and one or more child records in its design. The dominant hierarchical 
database management system product in use today is IBM’s IMS (Information Manage-
ment System) that runs on mainframes in nearly all of the larger organizations in the 
world.

A network database is similar to a hierarchical database, extended somewhat to per-
mit lateral data relationships (like the addition of “cousins” to the parent and child 
records). Figure 5-7 illustrates hierarchical and network databases.

Figure 5-7 Hierarchical and network databases
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Media Management Systems 
Information systems may employ automated tape management systems (TMSs) or disk 
management systems (DMSs) that track the tape and disk volumes that are needed for 
application processing.

Disk and tape management systems instruct system operators to mount specific 
media volumes when they are needed. These systems reduce operator error by re-
questing specific volumes and rejecting incorrect volumes that do not contain the 
required data.

TMSs and DMSs are most often found as a component of a computer backup sys-
tem. Most commercial backup systems track which tape or disk volumes contain which 
backed-up files and databases. Coupled with automatic volume recognition (usually 
through bar code readers), backup systems maintain an extensive catalog of the entire 
collection of backup media and their contents. When data needs to be restored, the 
backup software (or the TMS or DMS) will specify which media volume should be 
mounted, verify that the correct media is available, and then restore the desired data as 
directed.

Utility Software
Utility software is a term that represents the broad class of programs that support the 
development or use of networks, systems, and applications. Utility software is most 
often used by IT specialists whose responsibilities include some aspect of system devel-
opment, support, or operations. End users, on the other hand, most often use software 
applications instead of utilities.

Utility software can be classified into the following categories:

• Software and data design This includes program and data modeling tools 
that are used to design new applications or to model existing applications.

• Software development These programs are used to facilitate the actual 
coding of an application (or another utility). Development tools can provide 
a wide variety of functions, including program language syntax checking, 
compilation, debugging, and testing.

• Software testing Apart from unit testing that may be present in a development 
environment, dedicated software testing tools perform extensive testing of 
software functions. Automated testing tools can contain entire suites of test 
cases that are run against an application program, with the results stored for 
future reference.

• Security testing This refers to several different types of software tools that 
are used to determine the security of software applications, operating systems, 
database management systems, and networks. One type of security testing 
tool examines an application’s source code, looking for potential security 
vulnerabilities. Another type of security testing tool will run the application 
program and input different forms of data to see if the application contains 
vulnerabilities in the way that it handles this data. Other security testing tools 
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examine operating system and database management system settings. Still others 
will send specially crafted network messages to a target system to see what types 
of vulnerabilities might exist that could be exploited by an intruder or hacker.

• Data management These utilities are used to manipulate, list, transform, 
query, compare, encrypt, decrypt, import, or export data. They may also test 
the integrity of data (for instance, examining an index in a relational database 
or the integrity of a file system) and possibly make repairs.

• System health These utilities are used to assess the health of an operating 
system by examining configuration settings; verifying the versions of the 
kernel, drivers, and utilities; and making performance measurements and 
tuning changes.

• Network These utilities are used to examine the network in order to discover 
other systems on it, determine network configuration, and listen to network 
traffic.

Utilities and Security
Because some utilities are used to observe or make changes to access controls or secu-
rity, organizations should limit the use of utilities to those personnel whose responsi-
bilities include the their use. All other personnel should not be permitted to use them.

Because many utilities are readily available, simply posting a policy will not prevent 
their use. Instead, strict access controls should be established so that unauthorized us-
ers who do obtain utilities will derive little use from them.

Network Infrastructure
Networks are used to transport data from one computer to another, either within an 
organization or between them. Network infrastructure is the collection of devices and 
cabling that facilitates network communications among an organization’s systems, as 
well as between the organization’s systems and those belonging to other organizations. 
This section describes network infrastructure in 10 sections:

• Network architecture

• Network-based services

• Network models

• Network technologies

• Local area networks

• Wide area networks

• The TCP/IP suite of protocols

• The global Internet

• Network management

• Networked applications
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Network Architecture
The term network architecture has several meanings, all of which comprise the overall 
design of an organization’s network communications. An organization’s network archi-
tecture, like other aspects of its information technology, should support the organiza-
tion’s mission, goals, and objectives.

The facets of network architecture include:

• Physical network architecture This part of network architecture is concerned 
with the physical locations of network equipment and media. This includes, 
for instance, the design of a network cable plant (also known by the term 
structured cabling), as well as the locations and types of network devices. An 
organization’s physical network architecture may be expressed in several 
layers. A high-level architecture may depict global physical locations or regions 
and their interconnectivity, while an in-building architecture will be highly 
specific regarding the types of cabling and locations of equipment.

• Logical network architecture This part of network architecture is concerned 
with the depiction of network communications at a local, campus, regional, 
and global level. Here, the network architecture will include several related 
layers, including representations of network protocols, addressing, routing, 
security zones, and the utilization of carrier services.

• Data flow architecture This part of network architecture is closely related 
to application and data architecture. Here, the flow of data is shown as 
connections among applications, users, partners, and suppliers. Data flow can 
be depicted in nongeographic terms, although representations of data flow at 
local, campus, regional, and global levels are also needed, since geographic 
distance is often inversely proportional to capacity and throughput. 

• Network standards and services This part of network architecture is more 
involved with the services that are used on the network and less with the 
geographic and spatial characteristics of the network. Services and standards 
need to be established in several layers, including cable types, addressing 
standards, routing protocols, network management protocols, utility protocols 
(such as domain name service, network time protocol, file sharing, printing, 
e-mail, remote access, and many more), and application data interchange 
protocols such as SOA (Service-Oriented Architecture) and XML.

Types of Networks
Computer networks can be classified in a number of different ways. The primary meth-
od of classification is based on the size of a network. By size, we refer not necessarily to 
the number of nodes or stations on the network, but its physical or geographic size. 
These types are (from smallest to largest):

• Personal area network (PAN)  Arguably the newest type of network, a 
personal area network is generally used by a single individual. Its reach ranges 
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up to three meters, and is used to connect peripherals and communication 
devices for use by an individual.

• Local area network (LAN)  The original type of network, a local area 
network connects computers and devices together in a small building or a 
residence. The typical maximum size of a LAN is 100 meters, which is the 
maximum cable length for popular network technologies such as Ethernet.

• Campus area network (CAN)  A campus area network is a term that 
connotates the interconnection of LANs for an organization that has buildings 
in close proximity.

• Metropolitan area network (MAN)  A network that spans a city or regional 
area is sometimes known as a metropolitan area network. Usually, this type of 
network consists of two or more in-building LANs in multiple locations that 
are connected by telecommunications circuits (e.g., MPLS, T-1, frame relay, 
or dark fiber) or private network connections over the global Internet.

• Wide area network (WAN)  A wide area network is a network whose size 
ranges from regional to international. An organization with multiple locations 
across vast distances will connect its locations together with dedicated 
telecommunications connections or protected connections over the Internet. 
It is noted that an organization will also call a single point-to-point 
connection between two distant locations a “WAN connection.”

The classifications discussed here are not rigid, nor do they impose restrictions on 
the use of any specific technology from one to the next. Instead, they are simply a set of 
terms that allow professionals to speak easily about the geographic extent of their net-
works with easily understood terms.

The relative scale of these network terms is depicted in Figure 5-8.

Figure 5-8 
Network sizes 
compared
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Network-Based Services 
Network-based services are the protocols and utilities that facilitate system- and net-
work-based resource utilization. In a literal sense, many of these services operate on 
servers; they are called network-based services because they facilitate or utilize various 
kinds of network communication.

Some of these services are:

• E-mail E-mail servers collect, store, and transmit e-mail messages from 
person to person. They accept incoming e-mail messages from other users 
on the Internet, and likewise send e-mail messages over the Internet to e-mail 
servers that accept and store e-mail messages for distant recipients.

• Print Print servers act as aggregation points for network-based printers in 
an organization. When users print a document, their workstation sends it 
to a specific printer queue on a print server. If other users are also sending 
documents to the same printer, the print server will store them temporarily 
until the printer is able to print them.

• File storage File servers provide centralized storage of files for use among 
groups of users. Often, centralized file storage is configured so that files stored 
on remote servers almost appear to be stored locally on user workstations.

• Directory These services provide centralized management of resource 
information. Examples include the domain name service (DNS), which 
provides translation between resource name and IP address, and Lightweight 
Directory Access Protocol (LDAP), which provides directory information for 
users and resources, and is often used as a central database of user IDs and 
passwords. An example of an LDAP-based directory service is Active Directory, 
which is the Microsoft implementation of and extensions to LDAP.

• Remote access Network- and server-based services within an organization’s 
network are protected from Internet access by firewalls and other means. 
This makes them available only to users whose workstations are physically 
connected to the enterprise network. Remote access permits an authorized 
employee to remotely access network-based services from anywhere on 
the Internet via an encrypted “tunnel” that logically connects them to the 
enterprise network as though they were physically there. 

• Terminal emulation In many organizations with mainframe computers, PCs 
have replaced “green screen” and other types of mainframe-centric terminals. 
Terminal emulation software on PCs allows them to function like those older 
mainframe terminals.

• Time synchronization It is a well-known fact among systems engineers 
that the time clocks built in to most computers are not very accurate (some 
are, in fact, notoriously inaccurate). Distributed applications and network 
services have made accurate “timestamping” increasingly important. Time 
synchronization protocols allow an organization’s time server system to make 
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sure that all other servers and workstation time clocks are synchronized. And 
the time server itself will synchronize with one of several reliable Internet-
based time servers, GPS-equipped time servers, or time servers that are 
attached to international standard atomic clocks.

• Network authentication Many organizations have adopted one of several 
available methods that authenticate users and workstations before logically 
connecting them to the enterprise network. This helps to prevent non-
organization–owned workstations from being able to connect to an internal 
network, which is a potential security threat. Users or workstations that are 
unable to authenticate are connected to a “quarantine” network where users 
can obtain information about the steps they need to take to get connected to 
enterprise resources. Network-based authentication can even quickly examine 
an organization workstation, checking it for proper security settings (antivirus, 
firewall, security patches, and so on), and allow it to connect logically only if 
the workstation is configured properly.

• Web security Most organizations have a vested interest in having some level 
of control over the choice of Internet web sites that its employees choose to 
visit. Web sites that serve no business purpose (for example, online gambling, 
porn, and online games) can be blocked so that employees cannot access 
them. Further, many Internet web sites (even legitimate ones) host malware 
that can be automatically downloaded to user workstations. Web security 
appliances can examine incoming content for malware, in much the same 
way that a workstation checks incoming files for viruses.

• Anti-malware Malware (viruses, worms, Trojan horses, and so on) remains 
a significant threat to organizations. Antivirus software (and now, increasingly, 
anti-spyware and anti-rootkit software) on each workstation is still an 
important line of defense. Because of the complexity of anti-malware, many 
organizations have opted to implement centralized management and control. 
Using a central anti-malware console, security engineers can quickly spot 
workstations whose anti-malware is not functioning, and they can force 
new anti-malware updates to all user workstations. They can even force user 
workstations to commence an immediate whole-disk scan for malware if 
an outbreak has started. Centralized anti-malware consoles can also receive 
virus infection alerts from workstations and keep centralized statistics on virus 
updates and outbreaks, giving security engineers a vital “big picture” status.

• Network management Larger organizations with too many servers and 
network devices to administer manually often turn to network management 
systems. These systems serve as a collection point for all alerts and error 
messages from vital servers and network devices. They can also be used to 
centrally configure network devices, making wide-scale configuration changes 
possible by a small team of engineers. Network management systems also 
measure network performance, throughput, latency, and outages, giving 
network engineers vital information on the health of the enterprise network.
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Network Models
Network models are the archetype of the actual designs of network protocols. While a 
model is often a simplistic depiction of a more complicated reality, the OSI and TCP/IP 
network models accurately illustrate what is actually happening in the network. It is 
fairly difficult to actually see the components of the network in action; the models help 
us to understand how they work.

The purpose of developing these models was to build consensus among the various 
manufacturers of network components (from programs to software drivers to network 
devices and cabling) in order to improve interoperability between different types of 
computers. In essence, it was a move towards networks with “interchangeable parts” 
that would facilitate data communications on a broad scale.

The two dominant network models that are used to illustrate networks are OSI and 
TCP/IP. Both are described in this section.

The OSI Network Model
The first widely accepted network model is the Open Standards Interconnection model, 
known as the OSI model. The OSI model was developed by the International Organiza-
tion for Standardization (ISO) and the International Telecommunications Union 
(ITU).  The working groups that developed the OSI model ignored the existence of the 
TCP/IP model, which was gaining in popularity around the world and has become the 
de facto world standard.

The OSI model consists of seven layers. Messages that are sent on an OSI network 
are encapsulated; a message that is constructed at layer 7 is placed inside of layer 6, 
which is then placed inside of layer 5, and so on. This is not figurative—this encapsula-
tion literally takes place and can be viewed using tools that show the detailed contents 
of packets on a network. Encapsulation is illustrated in Figure 5-9.

Figure 5-9 Encapsulation of packets in the OSI network model
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The layers of the OSI model are, from bottom to top:

• Physical

• Data link

• Network

• Transport

• Session

• Presentation

• Application

There are some memory aids to help remember these layers. Some of these are:

• Please Do Not Throw Sausage Pizza Away

• Please Do Not Touch Steve’s Pet Alligator

• All People Seem To Need Data Processing

• All People Standing Totally Naked Don’t Perspire

OSI Layer 1: Physical The physical layer in the OSI model is concerned with elec-
trical and physical specifications for devices. This includes communications cabling, 
voltage levels, and connectors, as well as some of the basic specifications for devices 
that would connect to networks. At the physical layer, networks are little more than 
electric signals flowing in wires or radio frequency airwaves.

At the physical layer, data exists merely as bits; there are no frames or packets here. 
The physical layer also addresses the modulation of digital information into voltage 
and current levels in the physical medium.

Examples of OSI physical layer standards include:

• Cabling 10BASE-T, 100BASE-TX, twinax, and fiber optics, which are 
standards for physical network cabling.

• Communications RS-232, RS-449, and V.35, which are standards for 
sending serial data between computers.

• Telecommunications T1, E1, SONET, DSL, and POTS, which are standards 
for common carrier communications networks for voice and data.

• Wireless communications 802.11a PHY (meaning the physical layer 
component of 802.11) and other wireless local area network airlink standards.

• Wireless telecommunications W-CDMA, CDMA, CDMA2000, TDMA, and 
UMTS, which are airlink standards for wireless communications between 
cell phones and base stations (these standards also include some OSI layer 2 
features).

OSI Layer 2: Data Link The data link layer in the OSI model focuses on the meth-
od of transferring data from one station on a network to another. In the data link layer, 
information is arranged into frames and transported across the medium. Error correc-
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tion is usually implemented as collision detection, as well as the confirmation that a 
frame has arrived intact at its destination, usually through the use of a checksum.

The data link layer is concerned only with communications on a local area network. 
At the data link layer, there are no routers (or routing protocols). Instead, the data link 
layer should be thought of as a collection of locally connected computers to a single 
physical medium. Data link layer standards and protocols are only concerned with get-
ting a frame from one computer to another on that local network.

Examples of data link layer standards include:

• LAN protocols Ethernet, Token Ring, ATM, FDDI, and Fibre Channel are 
protocols that are used to assemble a stream of data into frames for transport 
over a physical medium (the physical layer) from one station to another on a 
local area network. These protocols include error correction, primarily through 
collision detection, collision avoidance, synchronous timing, or tokens.

• 802.11 MAC/LLC This is the data link portion of the well-known Wi-Fi 
(wireless LAN) protocols.

• Common carrier packet networks MPLS (MultiProtocol Label Switching), 
Frame Relay, and X.25 are packet-oriented standards for network services 
provided by telecommunications carriers. Organizations that required point-
to-point communications with various locations would often obtain a Frame 
Relay or X.25 connection from a local telecommunications provider. X.25 has 
been all but replaced by Frame Relay, and now Frame Relay is being replaced 
by MPLS.

• ARP (Address Resolution Protocol)  This protocol is used when one station 
needs to communicate with another and the initiating station does not know 
the receiving station’s network link layer (hardware) address. ARP is prevalent 
in TCP/IP networks, but is used in other network types as well.

• PPP and SLIP These are protocols that are used to transport TCP/IP packets 
over point-to-point serial connections (usually RS-232). SLIP is now obsolete, 
and PPP is generally seen only in remote access connections that utilize dial-
up services.

• Tunneling PPTP (Point to Point Tunneling Protocol), L2TP (Layer 2 
Tunneling Protocol), and other tunneling protocols were developed as a way 
to extend TCP/IP (among others) from a centralized network to a branch 
network or a remote workstation, usually over a dial-up connection.

In the data link layer, stations on the network must have an address. Ethernet and 
Token Ring, for instance, use MAC (Media Access Control) addressing. Most other mul-
tistation protocols also utilize some form of addressing for each device on the 
network.

OSI Layer 3: Network The purpose of the OSI network layer is the delivery of mes-
sages from one station to another via one or more networks. The network layer can 
process messages of any length, and will “fragment” messages so that they are able to 
fit into packets that the network is able to transport.

ch05.indd   260 9/14/2009   10:09:12 AM



Chapter 5: IT Service Delivery and Infrastructure

261
The network layer is the layer that is concerned with the interconnection of net-

works and of packet routing between networks. Network devices called routers are used 
to connect networks together. Routers are physically connected to two or more net-
works, and are configured with (or have some ability to learn) the network settings for 
each network. Using this information, routers are able to make routing decisions that 
will enable them to forward packets to the correct network, moving them closer to their 
ultimate destination.

Examples of protocols at the network layer include:

• IP (Internet Protocol)  This is the network layer protocol used in the 
TCP/IP suite of protocols. IP is concerned with the delivery of packets from 
one station to another, whether the stations are on the same network or on 
different networks. IP has the IP address scheme for assigning addresses to 
stations on a network; this is entirely separate from link layer addressing such 
as Ethernet’s MAC addressing. IP is the basis for the global Internet.

• ICMP (Internet Control Message Protocol)  This is a communications 
diagnostics protocol that is also a part of the TCP/IP suite of protocols. Its 
primary use is the transmission of error messages from one station to another; 
these error messages are usually related to problems encountered when 
attempting to send packets from one station to another.

• RRC (Radio Resource Control)  This is a part of the UMTS WDCMA 
(Universal Mobile Telecommunications System, Wideband Code Division 
Multiple Access) wireless telecommunications protocol that is used to 
facilitate the allocation of connections between user devices (usually cell 
phones and other mobile data devices) and the telecommunications network.

• AppleTalk This is the original suite of protocols developed by Apple 
Computer for networking the Apple brand of computers. The suite of 
protocols includes the transmission of messages from one computer over 
interconnected networks, as well as routing protocols. AppleTalk has since 
been deprecated in favor of TCP/IP.

OSI Layer 4: Transport The transport layer in the OSI model is primarily con-
cerned with the reliability of data transfer between systems. The transport layer manages 
the following characteristics of data communications:

• Connection orientation At the transport layer, communications between 
two stations can take place in the context of a connection. Here, two stations 
will initiate a unique, logical context under which they can exchange messages 
until at a later time the stations agree to end the connection. Stations can have 
two or more unique connections established concurrently; each is uniquely 
identified.

• Guaranteed delivery Protocols at the transport layer can track individual 
packets in order to guarantee delivery. For example, the TCP protocol uses 
something like a return receipt for each transported packet to confirm that 
each sent packet was successfully received by the destination.
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• Order of delivery The transport layer includes protocols that are able to 

track the order in which packets are delivered. Typically, each transported 
packet will have a serialized number that the receiving system will use to 
make sure that packets on the receiving system are delivered to higher layers 
in proper order. When coupled with guaranteed delivery, a receiving system 
can request retransmission of any missing packets, ensuring that none are lost.

The protocols at the transport layer are doing the heavy lifting by ensuring the in-
tegrity of messages that flow from system to system. The ability for data communica-
tions to take place over the vast worldwide network that is the global Internet is made 
possible by the characteristics of protocols in the transport layer.

Examples of transport layer protocols include:

• TCP (Transmission Control Protocol)  This is the “TCP” in the TCP/IP 
protocol suite. The TCP protocol is connection-oriented through the use of 
numbered “ports.” When a system sends a TCP packet to another system 
on a specific port, that port number helps the operating system to direct the 
message to a specific program. For example, port 25 is used for inbound e-
mail, ports 20 and 21 are used for FTP (File Transfer Protocol), and port 80 
is used for HTTP (Hypertext Transport Protocol). Hundreds of preassigned 
port numbers are the subject of Internet standards. TCP employs guaranteed 
delivery and guaranteed order of delivery.

• UDP (User Datagram Protocol)  This is the other principal protocol used 
by TCP/IP in the OSI transport layer. Unlike TCP, UDP is a lighter-weight 
protocol that lacks connection orientation, order of delivery, and guaranteed 
delivery. UDP consequently has less computing and network overhead, which 
makes it ideal for some protocols that are less sensitive to occasional packet 
loss. Examples of protocols that use UDP are DNS (domain name system), 
TFTP (Trivial File Transfer Protocol), and VoIP (Voice over IP). Like TCP, 
UDP does employ port numbers so that incoming packets on a computer 
can be delivered to the right program or process. Sometimes UDP is called 
“unreliable data protocol,” a memory aid that is a reference to the protocol’s 
lack of guaranteed delivery.

OSI Layer 5: Session The session layer in the OSI model is used to control connec-
tions that are established between systems. This involves connection establishment, 
termination, and recovery.

In the OSI model, connection control takes place in the session layer. This means 
that the concept of the establishment of a logical connection between systems is a ses-
sion layer function. However, the TCP protocol—which is generally thought of as a 
transport layer protocol—handles this on its own. So it could be said that the portion 
of the TCP protocol that handles connection setup and teardown is mapped to the OSI 
session layer, while the transport portion of TCP maps to the OSI transport layer.

Examples of session layer protocols include:
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• TCP (Transmission Control Protocol) The portion of TCP that initiates and 

terminates a logical connection is considered an OSI session layer function.

• Interprocess communications Sockets and named pipes are some of 
the ways that processes on a system (or on different systems) exchange 
information.

• SIP (Session Initiation Protocol) SIP is the protocol used to set up and tear 
down VoIP and other communications connections.

• RPC (Remote Procedure Call)  This is another interprocess communication 
technology that permits an application to execute a subroutine or procedure 
on another computer.

• NetBIOS (Network Basic Input/Output System)  This permits applications 
to communicate with one another using the legacy NetBIOS API.

OSI Layer 6: Presentation The presentation layer in the OSI model is used to 
translate or transform data from lower layers (session, transport, and so on) into for-
mats that the application layer can work with. Examples of presentation layer functions 
include:

• Character set translation Programs or filters are sometimes needed to 
translate character sets between ASCII and EBCDIC, for instance. 

• Encryption/decryption Communications may be encrypted if data is to 
be transported across unsecure networks. Example protocols are SSL (Secure 
Sockets Layer), TLS (Transport Layer Security), and MIME (Multipurpose 
Internet Mail Extensions).

• Codecs Protocols such as MPEG (Moving Picture Experts Group) use codecs 
to encode/decode or to compress/decompress audio and video data streams.

OSI Layer 7: Application The application layer in the OSI model contains pro-
grams that communicate directly with the end user. This includes utilities that are pack-
aged with operating systems, as well as tools and software applications.

Examples of application layer protocols include:

• Utility protocols DNS, SNMP (Simple Network Management Protocol), 
DHCP (Dynamic Host Configuration Protocol), and NTP (Network Time 
Protocol)

• Messaging protocols SMTP (Simple Mail Transfer Protocol), NNTP 
(Network News Transfer Protocol), Gopher, HTTP, X.400, and X.500

• Data transfer protocols NFS (Network File System) and FTP 

• Interactive protocols TELNET

End-user applications that communicate over networks are often considered OSI 
layer 7 programs. However, applications may include layer 6 functions as well and com-
municate with each other using layer 5 protocols such as TCP and UDP.
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The TCP/IP Network Model
The TCP/IP network model is one of the basic design characteristics of the TCP/IP suite 
of protocols. The network model consists of four “layers,” where each layer is used to 
manage some aspect of the transmission, routing, or delivery of data over a network. In 
a layered model, a layer receives services from the next lowest layer and provides ser-
vices to the next higher layer.

The TCP/IP network model utilizes encapsulation. This means that a message created 
by an application program is encapsulated within a transport layer message, which in 
turn is encapsulated within an Internet layer message, which is encapsulated in a link 
layer message, which is delivered to a network adaptor for delivery across a physical 
network medium. This encapsulation is depicted in Figure 5-10.

The layers of the TCP/IP model, from bottom to top, are:

• Link

• Internet

• Transport

• Application

These layers are discussed in detail in this section.
One of the primary purposes of the layered model is to permit abstraction. This 

means that each layer need be concerned only with its own delivery characteristics, 
while permitting other layers to manage their own matters. For instance, order of deliv-
ery is managed by the transport layer; at the Internet and link layers, order of delivery is 
irrelevant. Also, the link layer is concerned with just getting a message from one station 
to another and with collisions and the basic integrity of the message as it is transported 
from one device to another; but the link layer has no concept of a logical connection or 
with order of delivery, which are addressed by higher layers.

OSI: A model That Has Never Been Implemented
The OSI network model is a distinguished tool for teaching the concepts of net-
work encapsulation and the functions taking place at each layer. However, the 
problem is that no actual, living network protocol environments have ever been 
built that contain all of the layers of the OSI model, and it is becoming increas-
ingly apparent that none ever will. TCP/IP is the world’s dominant network stan-
dard. It is a layered model that consists of four layers, and it’s not likely that 
TCP/IP’s model will ever be increased to seven layers.

As the OSI model was being developed and socialized by the ISO, the rival 
TCP/IP model was quickly becoming the world’s standard for data network com-
munications. OSI has been relegated to a teaching tool, and the model itself is 
more of an interesting museum piece that represents an idea that never came to 
fruition.

ch05.indd   264 9/14/2009   10:09:13 AM



Chapter 5: IT Service Delivery and Infrastructure

265

TCP/IP Link Layer The link layer is the lowest layer in the TCP/IP model. Its pur-
pose is the delivery of messages (usually called frames) from one station to another on 
a local network. Being the lowest layer of the TCP/IP model, the link layer provides 
services to the transport layer.

The link layer is the physical layer of the network, and is usually implemented in the 
form of hardware network adaptors. TCP/IP can be implemented on top of any viable 
physical medium that has the capacity to transmit frames from one station to another. 
Examples of physical media used for TCP/IP include Ethernet, Asynchronous Transfer 
Mode (ATM), Universal Serial Bus (USB), Wi-Fi, General Packet Radio Service (GPRS), 
Digital Subscriber Line (DSL), Integrated Services Digital Network (ISDN), and fiber 
optics.

The link layer is only concerned with the delivery of messages from one station to 
another on a local network. At this layer, there is no concept of neighboring networks 
or of routing; these are handled at higher layers in the model.

TCP/IP Internet Layer The Internet layer of the TCP/IP model is the foundation 
layer of TCP/IP. The purpose of this layer is the delivery of messages (called packets) 
from one station to another on the same network or on different networks. The Internet 
layer receives services from the link layer and provides services to the transport layer.

At this layer, the delivery of messages from one station to another is not guaranteed. 
Instead, the Internet layer makes only a best effort to deliver messages. The Internet 
layer also does not concern itself with the order of delivery of messages. Concerns such 
as these are addressed at the transport layer.

The primary protocol that has been implemented in the Internet layer is known as 
IP (Internet Protocol). IP is the building block for nearly all other protocols and mes-
sage types in TCP/IP. One other protocol is common in the Internet layer: ICMP (Inter-
net Control Message Protocol), a diagnostic protocol that is used to send error 
messages and other diagnostic messages over networks.

Figure 5-10 Encapsulation in the TCP/IP network model
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At the Internet layer, there are two types of devices: hosts and routers. Hosts are 

computers that could be functioning as servers or workstations. They communicate by 
creating messages that they send on the network. Routers are computers that forward 
packets from one network to another. In the early Internet, routers really were comput-
ers like others, with some additional configurations that they used to forward packets 
between networks.

The relationship between hosts and routers is depicted in Figure 5-11. 

TCP/IP Transport Layer The transport layer in the TCP/IP model consists of two 
main packet transport protocols, TCP and UDP, as well as a few other protocols that 
were developed after the initial design of TCP/IP. The transport layer receives services 
from the Internet layer and provides services to the application layer.

Several features are available at the transport layer for packet delivery, including:

• Reliable delivery This involves two characteristics: integrity of the packet 
contents and guaranteed delivery. The TCP protocol includes these two 
features that ensure confirmation that a packet sent from one station will be 
delivered to its destination and that the contents of the packet will not be 
altered along the way.

Figure 5-11 Hosts and routers at the Internet layer
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• Connection orientation This involves the establishment of a persistent 

logical “connection” between two stations. This is particularly useful when a 
station is communicating on many simultaneous “conversations” from one 
or more source stations. When a connection is established, the two stations 
will negotiate and agree on arbitrary high-numbered ports (channels) that will 
make each established connection unique.

• Order of delivery Here, the order of delivery of packets is guaranteed to 
match the order in which they were sent. While the order of delivery may be 
a bygone conclusion in a small local area network, this is important in large 
internetworks, especially where there may be more than one active route 
between two stations.

• Flow control This means that the delivery of packets from one station to 
another will not overrun the destination station. For example, the transfer of 
a large file from a faster system to a slower system could overrun the slower 
system, unless it had a way to periodically pause the transfer so that it could 
keep up with the inbound messages.

• Port number Here, a message on one station may be sent to a specific 
port number on a destination station. A port number essentially signifies 
the type of message that is being sent. A “listener” program can be set up on 
a destination system to listen on a preassigned port, and then will process 
messages received on that port number. The primary advantage of port 
numbers is that a destination system does not need to examine the contents 
of a message in order to discern its type; instead, the port number defines the 
purpose. There are many standard port numbers established, including 23 = 
telnet, 25 = e-mail, 53 = domain name service, 80 = http, and so on.

It should be noted that not all transport layer protocols utilize all of these features. 
For instance, the UDP protocol utilizes only flow control but none of the other features 
listed.

TCP/IP Application Layer The application layer is the topmost layer of the TCP/IP 
model. This layer interfaces directly with applications and application services. The ap-
plication layer receives services from the transport layer and may communicate directly 
with end users.

Application layer programs include DNS, SNMP (Simple Network Management 
Protocol), DHCP (Dynamic Host Configuration Protocol), NTP (Network Time Proto-
col), SMTP (Simple Mail Transfer Protocol), NNTP (Network News Transfer Protocol), 
Gopher, HTTP (Hypertext Transfer Protocol), X.400, X.500, NFS (Network File System), 
FTP, and TELNET.

The TCP/IP and OSI Models The TCP/IP model was not designed to conform to 
the seven-layer OSI network model. However, the models are similar in their use of 
encapsulation and abstraction, and some layers between the two models are similar. 
Figure 5-12 shows the TCP/IP and OSI models side by side and how the layers in one 
model correspond to the other.
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NOTE NOTE Mapping TCP/IP and OSI models has no practical purpose except 
to understand their similarities and differences. There is not unanimous 
agreement on the mapping of the models. It is easy to argue for some small 
differences in the way that they are conjoined.

Network Technologies
Many network technologies have been developed over the past several decades. Some, 
like Ethernet, DSL, and TCP/IP, are found practically everywhere, while other technolo-
gies, such as ISDN, Frame Relay, and AppleTalk, have had shorter lifespans.

The IS auditor needs to be familiar with network technologies, architectures, proto-
cols, and media so that he may examine an organization’s network architecture and 
operation. The following sections describe network technologies at a level of detail that 
should be sufficient for most auditing needs:

• Local area networks This section discusses local area network topologies, 
cabling, and transport protocols (including Ethernet, ATM, Token Ring, USB, 
and FDDI).

• Wide area networks  This section discusses wide area networks including 
transport protocols MPLS, SONET, T-Carrier, Frame Relay, ISDN, and X.25.

• Wireless networks  This section discusses wireless network standards Wi-Fi, 
Bluetooth, Wireless USB, NFC, and IrDA. 

• TCP/IP suite of protocols This section discusses TCP/IP protocols in the 
link layer, Internet layer, transport layer, and application layer.

• The global Internet This section discusses global Internet addressing, the 
domain name system, routing, and applications.

• Network management This section discusses the business function, plus the 
tools and protocols used to manage networks.

• Networked applications This section discusses the techniques used to build 
network-based applications.

Figure 5-12 
The TCP/IP and OSI 
network models side 
by side
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Local Area Networks
Local area networks (LANs) are networks that exist within a small area, such as a floor 
in a building, a lab, storefront, office, or residence. Because of signaling limitations, a 
LAN is usually several hundred feet in length or less. A LAN will usually have, at most, 
a few hundred computers connected to it.

Physical Network Topology
Wired local area networks are transported over network cabling that runs throughout a 
building. Network cabling is set up in one of three physical topologies:

• Star In a star topology, a separate cable is run from a central location to each 
computer. This is the way that most networks are wired today. The central 
location might be a wiring closet or a computer room, where all of the cables 
from each computer would converge at one location and be connected to 
network equipment such as a switch or hub.

• Ring A ring topology consists of cabling that runs from one computer to 
the next. Early Token Ring and Ethernet networks were often wired this way. 
Where the network cable was attached to a computer, a “T” connector was 
used: one part connected to the computer itself, and the other two connectors 
were connected to the network cabling.

• Bus A bus topology consists of a central cable, with connectors along its 
length that would facilitate “branch” cables that would be connected to 
individual computers. Like the ring topology, this was used in early networks 
but is seldom used today.

These three topologies are illustrated in Figure 5-13.
It should be noted that the logical function and physical topology of a network 

might vary. For instance, a Token Ring network may resemble a physical star, but it will 
function logically as a ring. An Ethernet network functions as a bus, but may be wired 
as a star, bus, or ring, depending on the type of cabling used (and, as indicated earlier, 
star topology is prevalent). The point is that logical function and physical topology 
often differ from each other.

Figure 5-13 Network physical topologies: star, ring, and bus
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Cabling Types
Several types of cables have been used in local area networks over the past several de-
cades. This section will focus on the types in use today, but will mention those that have 
been used in the past, which may still be in use in some organizations.

Twisted-Pair Cable Twisted-pair cabling is a thin cable that contains four pairs of 
insulated copper conductors, all surrounded by a protective jacket. There are several 
varieties of twisted-pair cabling that are suitable for various physical environments and 
with various network bandwidth capabilities. 

Because network transmissions can be subject to interference, network cabling may 
include shielding that protects the conductors from interference. Some of these types are:

• Shielded twisted pair (STP) This type of cable includes a thin metal shield 
that protects each pair of conductors from electromagnetic interference (EMI), 
making it more resistant to interference.

• Screened unshielded twisted pair (S/UTP) Also known as foiled twisted 
pair (FTP), this type of cable has a thin metal shield that protects the 
conductors from EMI.

• Screened shielded twisted pair (S/STP or S/FTP) This type of cable 
includes a thin layer of metal shielding surrounding each twisted pair of 
conductors, plus an outer shield that protects all of the conductors together. 
This is all covered by a protective jacket.

• Unshielded twisted pair (UTP) This type of cable has no shielding and 
consists only of the four pairs of twisted conductors and the outer protective 
jacket.

Twisted-pair network cabling is also available with different capacity ratings to meet 
various bandwidth requirements. The common ratings include:

• Category 3 This is the oldest still-recognized twisted-pair cabling standard, 
capable of transporting 10Mbit Ethernet up to 100 m (328 ft). The 100BASE-
T4 standard permitted up to 100Mbit Ethernet over Cat-3 cable by using all 
four pairs of conductors. Category 3 cable is no longer installed, but is still 
found in older networks.

• Category 5 Known in slang as “Cat-5”, this cabling grade has been in 
common use since the mid-1990s, and is suitable for 10Mbit, 100Mbit, and 
1000Mbit (1Gbit) Ethernet over distances up to 100 m (328 ft). Category 5 
cable is typically made from 24-gauge copper wire with three twists per inch. 
A newer grade called Category 5e has better performance for Gigabit Ethernet 
networks.

• Category 6 This is the cabling standard for Gigabit Ethernet networks. 
Cat-6 cabling greatly resembles Cat-5 cabling, but Cat-6 has more stringent 
specifications for crosstalk and noise. Cat-6 cable is typically made from 23-
gauge copper. Category 6 cabling is “backwards compatible” with Category 
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5 and 5e cabling, which means that Cat-6 cables can be used for 10Mbit and 
100Mbit Ethernet networks as well as 1000Mbit (1Gbit).

• Category 7 This cable standard has been developed to permit 10Gbit 
Ethernet over 100 m of cabling. Cat-7 cabling is almost always made from 
S/FTP cabling to provide maximum resistance to EMI.

Twisted-pair cable ratings are usually printed on the outer jacket of the cable. Figure 
5-14 shows a short length of Category 5 cable with the rating and other information 
stamped on it.

Fiber Optic Cable Fiber optic cable is the transmission medium for fiber optic 
communications, which is the method of transmitting information using pulses of 
light instead of electric signals through metal cabling. The advantages of fiber optic 
cable are its much higher bandwidth, lower loss, and compact size. Because communi-
cations over fiber optic cable are based on light instead of electric current, they are im-
mune from EMI.

In local area networks, multimode-type fiber optic cable can carry signals up to 10 
Gbit/sec up to 600 m (and distances up to a few kilometers at lower bandwidths), suf-
ficient for interconnecting buildings in a campus-type environment. For longer dis-
tances, single-mode–type fiber optic cable is used, usually by telecommunications 
carriers for interconnecting cities for voice and data communications.

Compared to twisted-pair and other network cable types, fiber optic cable is rela-
tively fragile and must be treated with care. It can never be pinched, bent, or twisted—
doing so will break the internal fibers. For this reason, fiber optic cabling is usually 
limited to data centers requiring high bandwidths between systems, where network 
engineers will carefully route fiber optic cabling from device to device, using guides and 
channels that will prevent the cable from being damaged. But the advantage of fiber 
optic cabling is its high capacity and freedom from EMI.

Figure 5-14 
Category 5 twisted-
pair cable (Image 
courtesy Rebecca 
Steele)
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Figures 5-15 and 5-16 show fiber optic cable and connectors.

Other Types of Network Cable Twisted-pair and fiber optic cable are the pri-
mary local area network cable types. However, older types of cable have been used and 
are still found in many installations, including:

• Coaxial Coaxial cable consists of a solid inner conductor that is surrounded 
by an insulating jacket, surrounded by a metallic shield. A plastic jacket 
protects the shield. Coaxial cables were used in early Ethernet networks with 
cable types such as 10base5 and 10base2. Twist-lock or threaded connectors 
were used to connect coaxial cable to computers or network devices. A typical 
coaxial cable is shown in Figure 5-17.

• Serial Point-to-point network connections can be established over USB 
or RS-232 serial cables. In the case of serial lines, in the 1980s, many 
organizations used central computers and user terminals that communicated 
over RS-232 serial cabling. At that time these existing cable plants made 
the adoption of SLIP (Serial Line Internet Protocol) popular for connecting 
workstations and minicomputers to central computers using existing cabling. 
SLIP is all but obsolete now, although USB is still growing in popularity.

Figure 5-15 
Fiber optic cable 
with its connector 
removed to reveal 
its interior (Image 
courtesy Harout S. 
Hedeshian)

Figure 5-16 
Connectors connect 
fiber optic cable to 
network equipment. 
(Image courtesy 
Stephane Tsacas)
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Network Transport Protocols
Many protocols, or standards, have been developed to facilitate data communications 
over network cabling. Ethernet, USB, Token Ring, and FDDI protocols are described in 
detail in the following sections.

Ethernet
Ethernet is the dominant protocol used in LANs. It is a frame-based protocol, which 
means that data transmitted over an Ethernet-based network is placed into a “frame” 
that has places for source and destination addresses.

Shared Medium Ethernet is a “broadcast” or “shared medium” type of protocol. A 
frame that is sent from one station on a network to another station may be physically 
received by all stations that are connected to the network medium. When each station 
receives the frame, it will examine the destination address of the frame to determine 
whether the frame is intended for that or another station. If the frame is destined for 
another station, the station will simply ignore the frame and do nothing. The destina-
tion station will accept the frame and deliver it to the operating system for processing.

Collision Avoidance Ethernet networks are asynchronous—a station that needs 
to transmit a frame may do so at any time. However, Ethernet also employs a “collision 
avoidance” mechanism whereby a station that wishes to broadcast a frame will first 
listen to the network to see if any other stations are transmitting. If another station is 
transmitting, the station that wishes to transmit will “back off” and wait for a short 
interval and then try again (in a 10Mbit Ethernet, the station will wait for 9.6 microsec-
onds). If a collision (two stations transmitting at the same time) does occur, both trans-
mitting stations will stop, wait a short interval (the length of the interval is based on a 
randomly generated number), and then try again. The use of a random number as a 
part of the “back off” algorithm ensures that each station has a statistically equal chance 
to transmit its frames on the network.

Ethernet Addressing On an Ethernet network, each station on the network has 
a unique address called a Media Access Control (MAC) address, expressed as a six-byte 
hexadecimal value. A typical address is displayed in a notation separated by colons or 
dashes, such as F0:E3:67:AB:98:02. 

Figure 5-17 
Coaxial cable (Image 
courtesy Fdominec)
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The Ethernet standard dictates that no two devices in the entire world will have the 

same MAC address; this is established through the issuance of ranges of MAC addresses 
that are allocated to each manufacturer of Ethernet devices. Typically, each manufac-
turer will be issued a range, which consists of the first three bytes of the MAC address; 
the manufacturer will then assign consecutive values for the last three bytes to each 
device that it produces. 

For example, a company is issued the value A0-66-01 (called its Organizationally 
Unique Identifier, or OUI). The devices that the company produces will have that value 
as the first three bytes of its MAC address and assign three additional bytes to each de-
vice that it produces, giving addresses such as A0-66-01-FF-01-01, A0-66-01-FF-01-02, 
A0-66-01-FF-01-03, and so on. This will guarantee that no two devices in the world will 
have the same address.

Ethernet Frame Format An Ethernet frame consists of a header segment, a data 
segment, and a checksum. The header segment contains the destination MAC address, 
the source MAC address, and a two-byte Ethernet type field. The data segment ranges 
from 46 to 1,500 bytes in length. The checksum field is four bytes in length and is a 
CRC (cyclical redundancy check) checksum of the entire frame. An Ethernet frame is 
shown in Figure 5-18.

Ethernet Devices Network devices are required to facilitate the transmission of 
frames on an Ethernet network. These devices include:

• Network adaptor A network adaptor, commonly known as a Network 
Interface Card (NIC), is a device that is directly connected to a computer’s 
bus and contains one or more connectors to which an Ethernet network cable 
may be connected. Often, a computer’s NIC is integrated with the computer’s 
motherboard, but a NIC may also be a separate circuit card that is plugged 
into a bus connector.

• Repeater A repeater is a device that receives and retransmits the signal 
on an Ethernet network. Repeaters are useful for situations in which cable 
lengths exceed 100 m, or to interconnect two or more Ethernet networks. A 
disadvantage of repeaters is that they propagate collisions and other network 
anomalies onto all parts of the network. Repeaters are seldom used today.

Figure 5-18 An Ethernet frame consists of a header, data, and checksum.
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• Bridge A bridge is a device that is used to interconnect Ethernet networks. 

For example, an organization may have an Ethernet network on each floor 
of a multistory building; an Ethernet bridge can be used to interconnect each 
of the separate Ethernet networks. A bridge is similar to a repeater, except 
that a bridge does not propagate errors such as collisions, but instead only 
propagates well-formed packets.

• Hub Organizations came to realize that ring and bus topology networks 
were problematic with regard to cable failures. This gave rise to the star 
topology as a preferred network architecture, because a cable problem would 
affect only one station instead of many or all. A multiport repeater would 
be used to connect all of the devices to the network. Over time, this device 
became known as a hub. Like repeaters, Ethernet hubs propagate packets to 
all stations on the network.

• Switch An Ethernet switch is similar to a hub, but with one important 
difference: A switch will listen to traffic and learn the MAC address(es) 
associated with each port (connector) and will send packets only to 
destination ports. The result is potentially greater network throughput, 
because each station on the network will be receiving only the frames that 
are specifically addressed to it. When only one station is connected to each 
port on an Ethernet switch, theoretically, collisions will never occur.

ATM
ATM, or Asynchronous Transfer Mode, is a link-layer network protocol developed in the 
1980s in response to the need for high-speed networks that delivered better perfor-
mance than 10Mbit Ethernet networks. ATM is a dominant protocol in the core net-
works of telecommunications carriers. The speeds of ATM networks are tied to the speed 
of the SONET transport layer, which begins at 155Mbit/sec.

Unlike Ethernet, ATM is a synchronous network, which means that messages (called 
cells) on an ATM network are transmitted in synchronization with a network-based 
time clock. Stations on an Ethernet, on the other hand, transmit whenever they feel like 
it (provided the network is quiet at the moment).

ATM cells are fixed at a length of 53 bytes (5-byte header and 48-byte payload). This 
small frame size improves performance by reducing jitter, which is a key characteristic 
of networks that are carrying streaming media.

ATM is a connection-oriented link-layer protocol. This means that two devices on 
an ATM network that wish to communicate with each other will establish a connection 
through a virtual circuit. A connection also establishes a Quality of Service (QoS) setting 
for the connection that defines the priority and sensitivity of the connection.

Cells that are transmitted from one station to another are transported through one 
or more ATM switches. The path that a cell takes is established at the time that the vir-
tual circuit is established. An ATM switch is used even when two stations on the same 
local area network are communicating with each other.

Like Ethernet, ATM can be used to transport TCP/IP messages. TCP/IP packets that 
are larger than 48 bytes in length are transmitted over ATM in pieces and reassembled 
at the destination.
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Token Ring
Token Ring is a local area network protocol that was developed by IBM in the 1980s. 
Historically, Token Ring was prevalent in organizations that had IBM mainframe or 
midrange computer systems. However, as TCP/IP and Ethernet grew in popularity, To-
ken Ring declined and it is rarely found today.

Token Ring networks operate through the passage of a three-byte token frame from 
station to station on the network. If a station has information that it needs to send to 
another station on the network, it must first receive the token; then it can place a frame 
on the network that includes the token and the message for the destination station. 
When the token frame reaches the destination station, the destination station will re-
move the message from the token frame and then pass an empty token (or a frame 
containing the token and a message for another station) to the next station on the net-
work.

Token Ring Devices The principal Token Ring device is the Multistation Access 
Unit, or MAU.  A MAU is a device that contains several Token Ring cable connectors 
and connects network cables from the MAU to each station on the network. A typical 
MAU contains as many as eight connectors; if a Token Ring network is to contain more 
than eight stations, MAUs can be connected together using their Ring In/Ring Out con-
nectors. Figure 5-19 shows small and large Token Ring networks.

Token Ring Design Considerations The design of Token Ring technology 
makes collisions impossible, since no station can transmit unless it possesses the token. 

Figure 5-19 Token Ring network topologies
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A disadvantage of this design occurs if the station with the token encounters a malfunc-
tion that causes it to not propagate the token. This results in a momentary pause until 
the network goes into a recovery mode and regenerates a token.

Universal Serial Bus
Universal Serial Bus, or USB, is not typically considered a network technology, but 
rather as a workstation bus technology. This is primarily because USB is used to connect 
peripherals such as mice, keyboards, storage devices, printers, scanners, cameras, and 
network adaptors. However, the USB specification indeed contains full networking ca-
pabilities, which makes use of those small USB hubs possible.

USB data rates are shown in Table 5-1.
Cable length for USB is restricted to five meters. The maximum number of devices 

on a USB network is 127.
One of the valuable characteristics of USB technology is the ability to “hot plug” 

devices. This means that USB devices can be connected and disconnected without the 
need to power down the workstation they are connected to. This is achieved primarily 
through the design specification for devices and device drivers that tolerate plugging 
and unplugging. This does not mean, however, that all types of USB devices may be 
plugged and unplugged at will. USB mass storage devices, for instance, should be logi-
cally “dismounted” in order to ensure the integrity of the file system on the device. 

FDDI
Fiber distributed data interface, or FDDI, is a local area network technology whose range 
can extend up to 200 km over optical fiber. FDDI is a “dual ring” technology that uti-
lizes redundant network cabling and counter-rotating tokens, which together make 
FDDI highly resilient. Each ring has a 100 Mbit/sec data rate, making the entire network 
capable of 200 Mbit/sec.

FDDI has been largely superseded by 100 Mbit/sec and 1 Gbit/sec Ethernet, and is 
not often seen in commercial networks.

Wide Area Networks
Wide area networks, commonly known as WANs, are those networks that extend for 
miles to thousands of miles between stations. The term WAN is generally used in two 
ways: to connotate an organization’s entire regional or global data network and as the 
label for the long-distance network connections used to join individual networks to-
gether. In the second usage, the terms “WAN link” and “WAN connection” are used.

USB Version Data Rate

1.0 12 Mbit/sec

2.0 480 Mbit/sec

3.0 5.0 Gbit/sec

Table 5-1 
USB Data Rates
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MPLS
Multiprotocol Label Switching, or MPLS, is a variable-length packet-switched network 
technology. In an MPLS network, each packet has one or more labels affixed to it that 
contain information that helps MPLS routers to make packet-forwarding decisions, 
without having to examine the contents of the packet itself (for an IP address, for in-
stance).

MPLS can be used to carry many types of traffic, including Ethernet, ATM, SONET, 
and IP. It is often used to trunk voice and data networks over WAN connections be-
tween business locations in an enterprise network. One of the strengths of MPLS is its 
QoS properties, which facilitate the rapid transfer of packets using time-sensitive proto-
cols such as VoIP and H.323.

MPLS employs two types of devices: Label Edge Routers (LERs) and Label Switch 
Routers (LSRs). Label Edge Routers are used at the boundaries of an MPLS network; LERs 
push a label onto incoming packets that enter the network. LSRs make packet-forwarding 
decisions based upon the value of the label. When a packet leaves the MPLS network, 
another LER pops the label off the packet and forwards it out of the MPLS network.

SONET
Synchronous Optical Networking, or SONET, is a class of telecommunications network 
transport technologies transmitted over fiber optic networks. It is a multiplexed net-
work technology that can be used to transport voice and data communications at very 
high speeds over long distances.

SONET networks are almost exclusively built and operated by telecommunications 
network providers, who sell voice and data connectivity services to businesses. Often, 
the endpoint equipment for SONET networks provides connectivity using a native 
technology such as MPLS, Ethernet, or T-1.

Telecommunications service providers often encapsulate older services, such as 
DS0, DS-1, T-1, and Frame Relay, over SONET networks.

The data rates available in SONET networks are shown in Table 5-2. Rates are ex-
pressed using the term Optical Carrier Level, abbreviated OC.

T-Carrier
The term T-Carrier refers to a class of multiplexed telecommunications carrier network 
technologies developed to transport voice and data communications over long dis-
tances using copper cabling.

SONET OC Level Data Rate

OC-1 51,840 kbit/sec

OC-3 155,520 kbit/sec

OC-12 622,080 kbit/sec

OC-24 1,244,160 kbit/sec

OC-48 2,488,320 kbit/sec

OC-192 9,9539280 kbit/sec

OC-3072 159,252,240 kbit/sec

Table 5-2 
SONET OC 
Levels
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The basic service in T-Carrier technology is known as DS-0, which is used to trans-

port a single voice circuit. The data rate for a DS-0 is 64 kbit/sec. Another basic T-Car-
rier service is the DS-1, also known as T-1. DS-1 contains 24 channels, each a DS-0. The 
total speed of a DS-1 is 1,544 kbit/sec. There are additional services, all of which are 
shown in Table 5-3. These services are unique to North America.

In Europe, T-Carrier circuits are known instead as E-1 and E-3, which multiplex 32 
and 512 64kbit/sec circuits, respectively. The European T-Carrier standards are based on 
multiples of 32 circuits, whereas North American standards are based on multiples of 
24 circuits.

T-Carrier protocols are synchronous, which means that packets transported on a 
T-Carrier network are transmitted according to the pulses of a centralized clock that is 
usually controlled by the telecommunications carrier. This is contrasted with Ethernet, 
which is asynchronous, meaning a station on an Ethernet may transmit a frame at any 
time of its choosing (provided the network is not busy at that exact moment).

Organizations that use T-Carrier services to carry data can utilize individual DS-0 
channels (which are the same speed as a dial-up connection) or an entire T-1 circuit 
without multiplexing. This enables use of the entire 1,544 kbit/sec as a single resource.

Frame Relay
Frame Relay is a carrier-based packet-switched network technology. It is most often 
used to connect remote data networks to a centralized network; for example, a retail 
store chain might use Frame Relay to connect each of its retail store LANs to the corpo-
rate LAN.

Frame Relay is often more economical than dedicated DS-0 or DS-1/T-1 circuits. By 
their nature, Frame Relay backbone networks are shared, in the sense that they trans-
port packets for many customers.

Connections between locations using Frame Relay are made via a Permanent Vir-
tual Circuit (PVC), which is not unlike a VPN (Virtual Private Network), except that the 
payload is not encrypted. For purposes of security and privacy, PVCs are generally con-
sidered private, like a T-1 circuit.

Frame Relay has all but superseded the older X.25 services. However, MPLS is rap-
idly overtaking Frame Relay.

ISDN
ISDN, or Integrated Services Digital Network, is best described as a digital version of the 
public switched telephone network. In many regions of the United States, ISDN was the 
first high-speed Internet access available for residential and small business subscribers.

T-Carrier Class Data Rate Number of DS-0 Channels

DS-0 64 kbit/sec 1

DS-1 (T-1) 1,544 kbit/sec 24

DS-2 6,312 kbit/sec 96

DS-3 (T-3) 44,736 kbit/sec 672

DS-4 274,176 kbit/sec 4,032

DS-5 400,352 kbit/sec 5,760

Table 5-3 
T-Carrier Data 
Rates and 
Channels in 
North America
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A subscriber with ISDN service will have a digital modem with one connection to a 

digital ISDN voice telephone and one connection (typically Ethernet) to a computer. 
The speed of the computer connection in this configuration is 64 kbits/sec. Alterna-
tively, the ISDN modem could be configured in a “bonded” state with no voice tele-
phone and only a computer connection at 128 kbits/sec. Both of these configurations 
use a BRI (basic rate interface) type of connection.

Higher speeds were also available, up to 1,544 kbits/sec, and are known as a PRI 
(primary rate interface) type of connection.

ISDN utilizes a separate, but similar, environment where an ISDN modem “dials” a 
phone number, similar to dial-up Internet service.

X.25
X.25 is an early packet network technology used for long-distance data communica-
tions, typically between business locations. It usually connects slow-speed serial com-
munications devices such as terminals. At each location, an X.25 PAD (packet assem-
bler-disassembler) device connects local devices to the X.25 network. The PAD would 
be configured to send outgoing packets to specific destinations over the X.25 network.

X.25 contained no authentication or encryption, and has been largely replaced by 
the newer Frame Relay and MPLS technologies discussed earlier in this section.

Wireless Networks
Several types of wireless technologies are available to organizations that wish to imple-
ment data communications without constructing or maintaining a wiring plant. Fur-
thermore, wireless networks permit devices to move from place to place, even outside 
of buildings, facilitating highly flexible and convenient means for high-speed commu-
nications.

The technologies discussed in this section are the type that an organization would 
set up on its own, without any services required from a telecommunications service 
provider. 

Wi-Fi
Wi-Fi is the popular term used to describe several similar standards developed around 
the IEEE 802.11i/a/b/n standards. The term “Wi-Fi” is a trademark of the Wi-Fi Alliance 
for certifying products as compatible with IEEE 802.11 standards. The usual term de-
scribing networks based on IEEE 802.11 standards is Wireless LAN, or WLAN, although 
this term is not often used. Wi-Fi, or WLAN, permits computers to communicate with 
each other wirelessly at high speeds over moderate distances from each other.

Wi-Fi Standards The various Wi-Fi standards are illustrated in Table 5-4.

Wi-Fi Security Wi-Fi networks can be configured with several security features that 
protect the privacy of network traffic, as well as the availability of the Wi-Fi network. 
Available features include:
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• Authentication Individual stations that wish to connect with a Wi-Fi 
network can be required to provide an encryption key. Furthermore, the user 
may be required to provide a user ID and password. Without this information, 
a station is unable to connect to the Wi-Fi network and communicate with it. 
Wi-Fi access points can contain a list of user IDs and passwords, or they can be 
configured to utilize a network-based authentication service such as RADIUS, 
LDAP, or Active Directory. Use of the latter generally makes more sense for 
organizations that wish to centralize user authentication information; this 
also makes access simpler for employees who do not need to remember yet 
another user ID and password.

• Access control A Wi-Fi network can be configured to permit only stations 
with known MAC addresses to connect to it. Any station without a permitted 
address will not be able to connect.

• Encryption A Wi-Fi network can use encryption to protect traffic. It can 
encrypt with the WEP (Wired Equivalency Protocol), WPA (Wi-Fi Protected 
Access), or WPA2 method. A Wi-Fi network can also be configured to not use 
encryption, in which case another station may be able to eavesdrop on any 
communications on the network. When a Wi-Fi network uses encryption, only 
the airlink communications are encrypted; network traffic from the Wi-Fi access 
point to other networks will not be encrypted.

• Network identifier A Wi-Fi access point is configured with a service set 
identifier (SSID) that identifies the network. It is recommended that the 
SSID not be set to a value that makes the ownership or identity of the access 
point obvious. Using a company name, for instance, is not a good idea. 
Instead, a word—even a random set of characters—that does not relate to 
the organization’s identity should be used. The reason for this is that the 
SSID will not itself identify the owner of the network, which could, in some 
circumstances, invite outsiders to attempt to access it.

• Broadcast A Wi-Fi access point can be configured to broadcast its SSID, making 
it easier for users to discover and connect to the network. However, broadcasting 
SSIDs also alerts outsiders to the presence of the network, which can 
compromise network security by encouraging someone to attempt to connect 
to it. However, turning off the SSID broadcast does not make the network 
absolutely secure: A determined intruder can obtain tools that will allow him 
to discover the presence of a Wi-Fi network that does not broadcast its SSID.

Standard Year Introduced Rate Distance

802.11a 1999 27 Mbit/sec 35 m

802.11b 1999 11 Mbit/sec 30 m

802.11g 2003 54 Mbit/sec 100 m

802.11n 2010 (est) 108 Mbit/sec 300 m

Table 5-4 Wi-Fi Standards Compared
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• Signal strength The transmit signal strength of a Wi-Fi access point can be 

configured so that radio signals from the access point do not significantly 
exceed the service area. Often, signal strength of access points will be set 
to maximum, which provides persons outside the physical premises with a 
strong signal. Instead, transmit signal strength should be turned down so that 
as little signal as possible leaves the physical premises. This is a challenge in 
shared-space office buildings, however, and thus cannot be used as a Wi-Fi 
network’s only security control.

NOTE NOTE Because a Wi-Fi network utilizes radio signals, an untrusted outsider 
is able to intercept those signals, which could provide enough information 
for that outsider to penetrate the network. It is for this reason that all of the 
controls discussed in this section should be utilized in order to provide an 
effective defense-in-depth security protection.

Bluetooth
Bluetooth is a short-range airlink standard for data communications between com-
puter peripherals and low power consumption devices. Designed as a replacement for 
cabling, Bluetooth also provides security via authentication and encryption.

Applications using Bluetooth include:

• Mobile phone earsets

• In-car audio for mobile phones

• Music player headphones

• Computer mice and keyboards

• Printers and scanners

Bluetooth is a lower-power standard, which supports the use of very small devices, 
such as mobile phone earsets. The standard includes one-time authentication of de-
vices using a process called “pairing.” Communications over Bluetooth can also be 
encrypted so that any eavesdropping is made ineffective. Data rates range from 1 to 3 
Mbit/sec.

Wireless USB 
Wireless USB (WUSB) is a short-range, high-bandwidth wireless protocol used for per-
sonal area networks (PANs). Data rates range from 110 to 480 Mbit/sec. WUSB is typi-
cally used to connect computer peripherals that would otherwise be connected with 
cables.

NFC
Near-Field Communications, or NFC, is a standard of extremely short-distance radio fre-
quencies that are commonly used for merchant payment applications. The typical max-
imum range for NFC is 10 cm (4 in).

ch05.indd   282 9/14/2009   10:09:22 AM



Chapter 5: IT Service Delivery and Infrastructure

283
NFC supports two types of communications: active-active and active-passive. In ac-

tive-active mode, the base station and the wireless node electronically transmit mes-
sages over the NFC airlink. In active-passive mode, the wireless node has no active 
power supply and instead behaves more like an RFID (radio frequency identification) 
card. Throughput rates range from 106 to 848 kbit/sec.

Common applications of NFC include merchant payments using a mobile phone 
or credit card–sized card, and advanced building access control systems.

IrDA
IrDA stands for Infrared Data Association, which is the organization that has developed 
technical standards for point-to-point data communications using infrared light. IrDA 
has been used for communications between devices such as laptop computers, PDAs, 
and printers.

IrDA is not considered a secure protocol: There is no authentication or encryption 
of IrDA-based communications.

Bluetooth and USB have largely replaced IrDA, and few IrDA-capable devices are 
now sold.

The TCP/IP Suite of Protocols
TCP/IP, the technology that the Internet is built upon, contains many protocols. This 
section discusses many of the well-known protocols, by layer. First, link layer protocols 
are discussed, followed by Internet layer protocols, then transport layer protocols, and 
finally application layer protocols.

Link Layer Protocols
The link layer (sometimes referred to as the network access layer) is the lowest logical 
layer in the TCP/IP protocol suite. Several protocols have been implemented as link 
layer protocols, including:

• ARP (Address Resolution Protocol)  This protocol is used when a station 
on a network needs to find another station’s MAC when it knows its Internet 
layer (IP) address. Basically, a station sends a broadcast on a local network, 
asking, in effect, “What station on this network has IP address xx.xx.xx.xx?” 
If any station on the network does have this IP address, it responds to the 
sender. When the sending station receives the reply, the receiving station’s 
MAC address is contained in the reply, and the sending station can now send 
messages to the destination station since it knows its MAC address. Another 
type of ARP message is known as a gratuitous ARP message that informs other 
stations on the network of the station’s IP and MAC addresses.

• RARP (Reverse Address Resolution Protocol)  This protocol is used by a 
station that needs to know its Internet layer (IP) address. A station sends a 
broadcast on a local network, asking, “This is my MAC address (xx.xx.xx.xx.xx.
xx). What is my IP address supposed to be?” If a station configured to respond 
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to RARP requests exists on the network, it will respond to the querying station 
with an assigned IP address. RARP has been superseded by BOOTP (Bootstrap 
Protocol) and later by DHCP (Dynamic Host Configuration Protocol).

• OSPF (Open Shortest Path First)  This is a routing protocol that is 
implemented in the TCP/IP link layer. The purpose and function of routing 
protocols are discussed in detail later in this section.

• L2TP (Layer 2 Tunneling Protocol)  This is a tunneling protocol that 
is implemented in the link layer. The purpose and function of tunneling 
protocols are discussed later in this section.

• PPP (Point-to-Point Protocol)  This packet-oriented protocol is used 
mainly over point-to-point physical connections such as RS-232 or HSSI 
(High-Speed Serial Interface) between computers.

• Media Access Control (MAC)  This framing protocol is the underlying 
protocol used by various media such as Ethernet, DSL, MPLS, and ISDN.

Internet Layer Protocols
Internet layer protocols are the fundamental building blocks of TCP/IP. The Internet 
layer is really the bottom layer where a frame or packet is uniquely TCP/IP.

Protocols in the TCP/IP Internet layer include:

• IP

• ICMP

• IGMP

• IPsec

IP Protocol IP is the principal protocol used by TCP/IP at the Internet layer. The 
main transport layer protocols (discussed in the next section), TCP and UDP, are built 
on the IP protocol. 

The purpose of the IP protocol is to transport messages over internetworked net-
works. IP is the workhorse of the TCP/IP protocol suite: Most communications that 
take place on the Internet are built on it.

Characteristics of the IP protocol include:

• IP addressing At the IP layer, nodes on networks have unique addresses. 
IP addressing is discussed in detail later in this section.

• Best-effort delivery IP does not guarantee that a packet will reach its 
intended destination.

• Connectionless Each packet is individual and not related to any other.

• Out-of-order packet delivery No assurances for order of delivery are 
addressed by IP. Packets may arrive out of order at their destination.
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Higher-layer protocols such as TCP address reliability, connections, and order of 

delivery.

ICMP Protocol ICMP is used by systems for diagnostic purposes. Primarily, ICMP 
messages are automatically issued whenever there are problems with IP communica-
tions between two stations. For example, one station attempts to send a message to 
another station, and a router on the network knows that there is no existing route to the 
destination station. In this case, the router will send an ICMP Type 3, Code 1 “No route 
to host” diagnostic packet back to the sending station to inform it that the destination 
station is not reachable.

ICMP message types are shown in Table 5-5.

ICMP Message Type Definition

0 Echo reply

1 (reserved)

2 (reserved)

3 Destination unreachable (contains 14 subcodes that describes in 
detail)

4 Source quench

5 Redirect message (with 4 subcodes)

6 Alternate host address

7 (reserved)

8 Echo request

9 Router advertisement

10 Router solicitation

11 Time exceeded (with 2 subcodes)

12 Parameter problem: bad IP header (with 3 subcodes)

13 Timestamp

14 Timestamp reply

15 Information request

16 Information reply

17 Address mask request

18 Address mask reply

19-29 (reserved)

30 Traceroute

31-255 (seldom used or reserved for future use)

Table 5-5 ICMP Message Types
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The well-known “ping” command uses the ICMP 8 Echo Request packet type. If the 

target station is reachable, it will respond with ICMP 1 Echo Reply packets. The ping 
command is used to determine whether a particular system is reachable from another 
system over a TCP/IP network.

IGMP Protocol IGMP is used to manage a type of communications called multicast.

IPsec Protocol Internet Protocol Security, usually known as IPsec, is a suite of 
protocols that is used to secure IP-based communication. The security that IPsec pro-
vides is authentication and encryption.

IPsec authentication is used to confirm the identity of a station on a network. This 
is used to prevent a rogue system from easily masquerading as another, real system. 
Authentication is achieved through the establishment of a security association (SA) 
between two nodes, which permits the transmission of data from the originating node 
to the destination node. If the two nodes need to send messages in both directions, two 
SAs need to be established. The Internet Key Exchange (IKE) protocol is used to set up 
associations.

IPsec has two primary modes of operation:

• Transport mode Here, only the payload of an incoming packet is 
authenticated or encrypted. The original IP header is left intact. The original 
headers are protected with hashes; if the headers are altered, the hashes will 
fail and an error will occur.

• Tunnel mode Here, each entire incoming packet is encapsulated within an 
IPsec packet. The entire incoming packet can be encrypted, which protects the 
packet against eavesdropping. This mode is often used for protecting network 
traffic that traverses the Internet, thereby creating a VPN between two nodes, 
between two networks, or between a remote node and a network. IPsec tunnel 
mode is shown in Figure 5-20.

Internet Layer Node Addressing
In order to specify the source and destination of messages, TCP/IP utilizes a numeric 
address scheme. In the TCP/IP protocol, a station’s address is known as an “IP address.” 
On a given network, no two stations will have the same IP address; this uniqueness 
permits any station to communicate directly with any other station.

The TCP/IP IP address scheme also includes something called a subnet mask, which 
permits a station to determine whether any particular IP address resides on the same 
subnetwork. Furthermore, an IP address plan usually includes a default gateway, a sta-
tion on the network that is able to forward messages to stations on other networks.

Figure 5-20 IPsec tunnel mode protects all traffic between two remote networks.
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IP Addresses and Subnets The notation of an IP address is four sets of integers, 
separated by periods (“.”). The value of each integer may range from 0 through 255; 
hence, each integer is an 8-bit value. A typical IP address is 141.204.13.240. The entire 
IP address is 32 bits in length.

Each station on a network is assigned a unique IP address. Uniqueness permits any 
station to send messages to any other station; the station only needs to know the IP 
address of a destination station.

A larger organization may have hundreds, thousands, or even tens of thousands of 
stations on many networks. Typically, a network is the interconnection of computers 
within a single building, or even one part of a building. Within a larger building or col-
lection of buildings, the individual networks are called subnetworks, or subnets. Those 
subnets are joined together by network devices such as routers or switches; they func-
tion as gateways between networks.

Subnet Mask A subnet mask is a numeric value that determines which portion of 
an IP address is used to identify the network and which portion is used to identify a 
station on the network.

For example, an organization has the network 141.204.13. On this network the or-
ganization can have up to 256 stations, numbered 0 through 255. Example station IP 
addresses on the network are 141.204.13.5, 141.204.13.15, and 141.204.13.200.

A subnet mask actually works at the bit level. A “1” signifies that a bit in the same 
position in an IP address is the network identifier, while a “0” signifies that a bit in the 
same position is part of the station’s address. In the previous example, where the first 
three numbers in the IP address signify the network, the subnet mask would be 
255.255.255.0. This is illustrated in Figure 5-21.

Default Gateway Networks are usually interconnected so that a station on one 
network is able to communicate with a station on any other connected network (sub-
ject to any security restrictions). When a station wishes to send a packet to another 
station, the sending station will examine its own network ID (by comparing its IP ad-
dress to the subnet mask) and compare that to the IP address of the destination. If the 
destination station is on the same network, the station may simply send the packet di-
rectly to the destination station.

Figure 5-21 A subnet mask denotes which part of an IP address signifies a network and which part 
signifies a station on the network.
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If, however, the destination station is on a different network, the sending station 

cannot send the packet to it directly. Instead, the sending station will send the packet to 
a node called the default gateway—usually a router that has knowledge of neighboring 
and distant networks and is capable of forwarding packets to their destination. Any 
network that is interconnected to other networks will have a default gateway, which is 
where all packets for “other” networks are sent. The default gateway will forward the 
packet closer to its ultimate destination.

For example, a station at IP address 141.204.13.15 wishes to send a packet to a sta-
tion at IP address 141.204.21.110. The sending station’s subnet mask is 255.255.255.0, 
which means it is on network 141.204.13. This is a different network from 141.204.21.110, 
so the sending station will send the packet instead to the default gateway at 141.204.13.1, 
a router that can forward the packet to 141.204.21.110.

When the packet reaches a router that is connected to the 141.204.21 network, that 
router can send the packet directly to the destination station, which is on the same 
network as the router.

Classful Networks The original plan for subnets and subnet masks allowed for 
the network/node address boundary to align with the decimals in IP addresses. This 
was expressed in several classes of networks, shown in Table 5-6.

The matter of the shortage of usable IP addresses in the global Internet is related to 
classful networks. This is discussed later in this chapter in the section, “The Global In-
ternet.”

Classless Networks It became clear that the rigidity of Class A, Class B, and Class 
C networks as the only ways to create subnets was wasteful. For instance, the smallest 
subnet available was a Class C network with its 256 available addresses. If a given sub-
net had only one station on it, the other 255 addresses were wasted and unused. This 
situation gave rise to classless networks, where subnet masks could divide networks at 
any arbitrary boundary.

Classless networks don’t have names like the classful networks’ Class A, Class B, 
and Class C. Instead, they just have subnet masks that help to serve the purpose of pre-
serving IP addresses and allocating them more efficiently.

Table 5-7 shows some example subnet masks that can be used to allocate IP ad-
dresses to smaller networks.

NOTE NOTE The number of usable addresses in a subnet is equal to the number of 
nodes, which is two.

Class Subnet Mask Number of Stations Per Network

A 255.0.0.0 16,777,216

B 255.255.0.0 65,536

C 255.255.255.0 256

Table 5-6 Classes of Networks
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A more rapid way of expressing an IP address with its accompanying subnet mask 
has been developed, where the number of bits in the subnet mask follows the IP ad-
dress after a slash. For example, the IP address 141.204.13.15/26 means the subnet 
mask is the first 26 bits (in binary) of the IP address, or 255.255.255.192. This is easier 
than expressing the IP address and subnet mask separately.

Special IP Address Other IP addresses are used in the IP protocol that have not 
been discussed thus far. These other addresses and their functions are:

• Loopback The IP address 127.0.0.1 (or any other address in the entire 
127 address block) is a special “loopback” address that is analogous to 
earlier technologies where a physical loopback plug would be connected to 
a network connector in order to confirm communications within a system 
or device. The 127.0.0.1 loopback address serves the same function. If a 
system attempts to connect to a system at IP address 127.0.0.1, it is essentially 
communicating with itself. A system that is able to connect to itself through its 
loopback address is testing its IP protocol drivers within the operating system; 
during network troubleshooting, it is common to issue a “ping 127.0.0.1” or 
similar command to verify whether the IP software is functioning correctly.

• Broadcast The highest numeric IP address in an IP subnet is called its 
broadcast address. When a packet is sent to a network’s broadcast address, all 
active stations on the network will logically receive and potentially act on the 
incoming message. For example, in the network 141.204.13/24, the broadcast 
address is 141.204.13.255. Any packet sent to that address would be sent to all 
stations. A ping command sent to a network’s broadcast address will cause all 
stations to respond with an echo reply.

Transport Layer Protocols
The two principal protocols in TCP/IP’s transport layer are TCP and UDP. The majority 
of Internet communications are based on these. This section explores TCP and UDP in 
detail.

Subnet Mask 
(Decimal)

Subnet Mask (Binary) CIDR 
Notation

Number 
of Nodes

255.255.255.254 11111111.11111111.11111111.11111110 /31 2

255.255.255.252 11111111.11111111.11111111.11111100 /30 4

255.255.255.248 11111111.11111111.11111111.11111000 /29 8

255.255.255.240 11111111.11111111.11111111.11110000 /28 16

255.255.255.224 11111111.11111111.11111111.11100000 /27 32

255.255.255.192 11111111.11111111.11111111.11000000 /26 64

255.255.255.128 11111111.11111111.11111111.10000000 /25 128

255.255.255.0 11111111.11111111.11111111.00000000 /24 256

Table 5-7 Classless Network Subnet Masks
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TCP and UDP support the two primary types of Internet-based communication: 

that which requires highly reliable and ordered message delivery, and that which has a 
high tolerance for lost messages. TCP and UDP are uniquely designed for these two 
scenarios.

TCP TCP is a highly reliable messaging protocol that is used in situations where 
high-integrity messaging is required. The main characteristics of TCP-based network 
traffic are:

• Unique connections The TCP protocol utilizes what is known as a 
connection between two stations. It supports several concurrent connections 
between any two stations.

• Guaranteed message integrity The TCP protocol performs checks on the 
sent and received packets to ensure that the packet arrived at its destination 
fully intact. If the checksum indicates that the packet was altered in transit, the 
TCP protocol will handle retransmission.

• Guaranteed delivery The TCP protocol guarantees message delivery. This 
means that if an application sends a message to another application over an 
established TCP connection and the function sending the message receives a 
“success” code from the operating system, then the message was successfully 
delivered to the destination system. This is contrasted with the message 
delivery used by UDP that is discussed later in this section.

• Guaranteed delivery sequence Packets sent using the TCP protocol include 
sequence numbers so that the destination system can assemble arriving 
packets into the correct order. This guarantees that an application receiving 
packets from a sending application over TCP can be confident that packets are 
arriving in the same order in which they were sent.

UDP UDP is a lightweight messaging protocol used in situations where speed and 
low overhead are more important than guaranteed delivery and delivery sequence.

Unlike the connection-oriented TCP protocol, UDP is “connectionless.” This means 
that UDP does not need to set up a connection between sending and receiving systems 
before messages can be sent; instead, the sending system just sends its messages to the 
destination system. Like TCP, messages can be sent to a specific port number on a des-
tination system.

UDP does nothing to assure order of delivery. Hence, it is entirely possible that 
packets may arrive at the destination system out of order. In practice, this is a rarity, but 
the point is that UDP does not make any effort to reassemble packets into their original 
order upon arrival.

Furthermore, not only does UDP not guarantee the sequence of delivery, but it also 
does not even guarantee that the destination system will receive a packet. In UDP, when 
an application sends a message to a target system, the “success” error code returned by 
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the operating system only means that the packet was sent. The sending system receives 
no confirmation that the packet was received.

Application Layer Protocols
Scores of protocols have been developed for the TCP/IP application layer. Several are 
discussed in this section; they are grouped by the type of service that they provide.

File Transfer Protocols

• FTP (File Transfer Protocol)  An early and still widely used protocol 
for batch transfer of files or entire directories from one system to another. 
FTP is supported by most modern operating systems, including Unix and 
Windows. One drawback of FTP is that the login credentials (and all data) 
are transmitted unencrypted, which means that anyone eavesdropping on 
network communications can easily intercept them and use them later.

• FTPS (File Transfer Protocol Secure, or FTP-SSL)  This is an extension to 
the FTP protocol, where authentication and file transfer are encrypted using 
SSL or TLS.

• SFTP (SSH File Transfer Protocol)  This is an extension to the FTP protocol 
where authentication and file transfer are encrypted using SSH.

• SCP (Secure Copy)  This is a file transfer protocol that is similar to rcp 
(remote copy) but which is protected using SSH (secure shell).

• rcp (remote copy)  This is an early Unix-based file transfer protocol that is 
used to copy files or directories from system to system. The main drawback 
with rcp is the lack of encryption of credentials or transferred data.

Messaging Protocols

• SMTP (Simple Mail Transfer Protocol)  This is the protocol used to 
transport virtually all e-mail over the Internet. SMTP is used to route e-mail 
messages from their source over the Internet to a destination e-mail server. It 
is an early protocol that lacks authentication and encryption. It is partly for 
this reason that people should consider their e-mail to be nonprivate.

• POP (Post Office Protocol)  This is a protocol used by an end-user e-mail 
program to retrieve messages from an e-mail server. POP is not particularly 
secure because user credentials and messages are transported without 
encryption.

• IMAP (Internet Message Access Protocol)  Like POP, this is a protocol used 
by an end-user program to retrieve e-mail messages from an e-mail server.

• NNTP (Network News Transport Protocol)  This is the protocol used to 
transport Usenet news throughout the Internet, and from news servers to end 
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users using news reading programs. Usenet news has been largely deprecated 
by web-based applications.

File and Directory Sharing Protocols

• NFS (Network File System)  This protocol was developed in order to make 
a disk-based resource on another computer appear as a logical volume on a 
local computer. The NFS protocol transmitted the disk requests and replies 
over the network.

• RPC (Remote Procedure Call)  This protocol is used to permit a running 
process to make a procedure call to a process running on another computer. 
RPC supports a variety of functions that permit various types of client-server 
computing.

Session Protocols

• TELNET This is an early protocol that is used to establish a command-line 
session on a remote computer. TELNET does not encrypt user credentials as 
they are transmitted over the network.

• rlogin This is an early Unix-based protocol used to establish a command-
line session on a remote system. Like TELNET, rlogin does not encrypt 
authentication or session contents.

• SSH (secure shell)  This protocol provides a secure channel between two 
computers whereby all communications between them are encrypted. SSH can 
also be used as a tunnel to encapsulate and thereby protect other protocols.

• HTTP (Hypertext Transfer Protocol)  This protocol is used to transmit web 
page contents from web servers to users who are using web browsers.

• HTTPS (Hypertext Transfer Protocol Secure)  This is similar to HTTP in its 
use for transporting data between web servers and browsers. HTTPS is not a 
separate protocol, but instead is the instance where HTTP is encrypted with 
SSL or TLS.

Management Protocols

• SNMP (Simple Network Management Protocol)  This protocol is used by 
network devices and systems to transmit management messages indicating 
a need for administrative attention. SNMP is used to monitor networks 
and their components; SNMP messages are generated when events warrant 
attention by network engineers or system engineers. In larger organizations, 
SNMP messages are collected by a network management system that displays 
the network topology and devices that require attention.

• NTP (Network Time Protocol)  This protocol is used to synchronize the 
time-of-day clocks on systems with time-reference standards. The use of NTP 
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is vital because the time clocks in computers often drift (run too fast or too 
slow), and it is important for all computers’ time clocks in an organization to 
be precisely the same so that complex events can be more easily correlated.

Directory Services Protocols

• DNS (domain name service)  This is a vital Internet-based service that 
is used to translate domain names (such as www.isecbooks.com) into IP 
addresses. A call to a DNS server is a prerequisite for system-to-system 
communications where one system wishes to establish a communications 
session with another system and where it only knows the domain name for 
the target system.

• LDAP (Lightweight Directory Access Protocol)  This protocol is used as a 
directory service for people and computing resources. LDAP is frequently used 
as an enterprise authentication and computing resource service. Microsoft 
Active Directory is an adaptation of LDAP.

• X.500 This protocol is a functional predecessor to LDAP that provides 
directory services.

The Global Internet
The TCP/IP networks owned by businesses, government, military, and educational in-
stitutions are interconnected; collectively this is known as the global Internet—or just 
the Internet. It is in the context of the global Internet that TCP/IP topics such as node 
addressing, routing, domain naming, and other matters are most relevant.

IP Addressing
The allocation of routable IP addresses is coordinated through a central governing 
body. This coordination is necessary so that duplicate addresses are not allocated, which 
would cause confusion and unreachable systems.

The original IP address allocation scheme appears in Table 5-8.
When the TCP/IP protocol was established, the entire IP address space (that is, the 

entire range of possible addresses from 1.1.1.1 through 255.255.255.255) appeared to 

Addresses Name Total Number of 
Networks Available

Addresses per 
Network

1.0.0.0 - 126.255.255.255 Class A 
networks

126 16,777,124

128.0.0.0 - 191.255.255.255 Class B 
networks

16,384 65,532

192.0.0.0 - 223.255.255.255 Class C 
networks

2,097,152 254

Table 5-8 Internet IP address allocation
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be far more than would ever be needed. However, it soon became apparent that the 
original IP address allocation scheme was woefully inadequate. This led to the estab-
lishment of ranges for private networks and rules for their use. Private address ranges 
are listed in Table 5-9.

NOTE NOTE The number of available addresses does not take network IDs and 
broadcast addresses into account, which will make the number of actual 
addresses lower. This will vary, based upon how networks are subnetted.

The private addresses listed in Table 5-9 are not “routable.” This means that no 
router on the Internet is permitted to forward a packet with any IP address within any 
of the private address ranges. These IP addresses are intended for use wholly within 
organizations to facilitate communication among internal systems. When any system 
with a private address needs to communicate with a system on the Internet, its com-
munication is required to pass through a gateway that will translate the internal IP ad-
dress to a public routable IP address. The NAT (Network Address Translation) protocol 
is often used for this purpose.

Domain Name System
The Internet utilizes a centrally coordinated domain name registration system. Several 
independent domain registrars are licensed to issue new domain names to individuals 
and corporations in exchange for modest fees. These domain registrars often also pro-
vide DNS services on behalf of each domain name’s owner.

New and changed domain names are periodically uploaded to the Internet’s “root” 
DNS servers, enabling users to access services by referring to domain names such as 
www.newsite.com. 

Network Routing
Routers used by Internet service providers (ISPs) receive and forward IP traffic to and 
from any of the millions of systems that are connected to the Internet. These big routers 
exchange information on the whereabouts of all publicly reachable networks in large 
“routing tables” that contain rules about the topology of the Internet and the addresses 
and locations of networks. Internet routers exchange this information through the use 
of routing protocols, which are “out of band” messages that contain updates to the to-
pology and IP addressing of the Internet. Some of these protocols are:

• BGP (Border Gateway Protocol)

• OSPF (Open Shortest Path First)

• IGRP (Interior Gateway Routing Protocol)

Address Range Available Addresses

10.0.0.0 - 10.255.255.255 16,777,214

172.16.0.0 - 172.31.255.255 1,048,576

192.168.0.0 - 192.168.255.255 131,072

Table 5-9 
Private Address 
Ranges
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• EIGRP (Enhanced Interior Gateway Routing Protocol)

• IS-IS (Intermediate System to Intermediate System)

• RIP (Routing Information Protocol; this is one of the earliest protocols and no 
longer used for Internet routing)

Organizations with several internal networks also use one or more of these routing 
protocols so that their routers can keep track of the changing topology and addressing 
of its network.

Global Internet Applications
Applications are what make the Internet popular. From electronic banking to e-com-
merce, entertainment, news, television, and movies, applications on the Internet have 
made it possible for people anywhere to view or receive virtually any kind of informa-
tion and content.

The World Wide Web The World Wide Web is the term that encompasses all of 
the world’s web servers, which are accessible from workstations of many types that use 
web browser programs. Requests to web servers, and content returned to browsers, are 
issued using HTTP and HTTPS. Content sent to browsers consists primarily of text writ-
ten in HTML, as well as rich text, including images and dynamic content.

The World Wide Web rapidly gained in popularity because information and appli-
cations could be accessed from anywhere without any special software. Readily avail-
able tools simplified the publication of many types of data to the Web.

The most critical service that supports the World Wide Web is DNS. This service 
translates server domain names into IP addresses. For example, if a user wants to visit 
www.widgets.com, the operating system running the user’s browser will make a request 
to a local DNS server for the IP address corresponding to www.widgets.com. After the 
DNS server responds with the server’s IP address, the user’s browser can issue a request 
to the server (at www.widgets.com) and then receive content from the server.

Web servers can serve as application servers. Authenticated users can receive menus, 
data entry screens and forms, query results, and reports, all written in HTML, all with 
only web browser software.

E-mail Electronic mail was one of the Internet’s first applications. E-mail existed 
before the Internet, but it was implemented on the Internet as a way to send messages 
not only within organizations, but also between them. SMTP and POP were developed 
and adopted early, and are still widely used today. SMTP remains the backbone of In-
ternet e-mail.

Instant Messaging It makes good sense that e-mail, while far more rapid than 
postal-delivered letters, can still be slow if a person’s inbox is overflowing. Instant mes-
saging (IM), originally developed on DEC PDP-11 computers in the 1970s and on Unix 
in the early 1980s, was adapted to the Internet in the early 1990s. Instant messaging, 
like all other Internet applications, is based on the TCP/IP protocol suite and enables 
people all over the world to communicate in real-time via text, voice, and video.
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Network Tunneling
Tunneling refers to a number of protocols that permit communications between two 
endpoints to be encapsulated in a logical “tunnel.” Often a tunnel is used to protect 
communications containing sensitive data that is transported over public networks 
such as the Internet. Packets in a tunnel can be encrypted, which hides the true end-
point IP addresses as well as the message contents from any intermediate system that 
may eavesdrop on those communications.  Tunnels are frequently called virtual private 
networks (VPNs), both because of the security (through encryption and authentica-
tion) as well as the abstraction that a VPN provides by hiding the details of the path 
between systems.

VPNs are frequently used for end-user remote access into an organization’s net-
work. When an end user wishes to connect to an organization’s internal network, the 
network will establish a session with a VPN server and provide authentication creden-
tials. An encrypted tunnel will then be established that gives the end user the appear-
ance of being connected to the internal network.

Network Management
Network management is the function of ensuring that a data network continues to sup-
port business objectives. The activities that take place include monitoring network de-
vices, identifying problems, and applying remedies as needed to restore network opera-
tions.

The Network Management Business Function
The purpose of network management is the continued reliable operation of an organi-
zation’s data network. A properly functioning data network, in turn, supports business 
applications that support critical business processes.

Network Management Tools
Network management requires tools that are used to monitor, troubleshoot, and main-
tain data networks. This permits an IT organization to ensure the continuous operation 
of its data network so that it has sufficient capacity and capability to support applica-
tions and services vital to the organization’s ongoing business operations.

The tools that are used to fulfill this mission include:

• Network management systems These are software applications that collect 
network management messages that are sent from network devices and 
systems. These messages alert the management system that certain conditions 
exist on the device, some of which may require intervention. Some network 
management systems also contain the means for network administrators and 
engineers to diagnose and correct conditions that require attention.

• Network management agents Agents are small software modules that 
reside on managed network devices and other systems. These agents monitor 
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operations on the device or system and transmit messages to a centralized 
network management system when needed.

• Incident management systems These systems are general-purpose 
ticketing engines that capture and track individual incidents and report on 
an organization’s timely response to them. Often, network management 
systems and incident management systems can be integrated together so that 
conditions requiring attention in the network can automatically create a ticket 
that will be used to track the course of the incident until it is closed.

• Protocol analyzers A protocol analyzer is a device that is connected to 
a network in order to view network communications at a detailed level. A 
protocol analyzer can capture selected types of network traffic (for instance, 
communications to or from a specific system, or communications of a specific 
type) and save it for later analysis.

• Sniffers A sniffer is a software program that can be installed on a network-
attached system to capture network traffic being transmitted to and/or from 
the system. This is similar to a protocol analyzer, but is not a separate device.

Networked Applications
Other than simple end-user tools on a business workstation, business applications are 
rarely installed and used within the context of an individual computer. Instead, many 
applications are centrally installed and used by people in many locations. Data net-
works facilitate the communications between central servers and business workstations. 
The two types of applications discussed in this section are client-server and web-
based.

Client-Server
Client-server applications are a prior-generation technology used to build high-perfor-
mance business applications. They consist of one or more central application servers, 
database servers, and business workstations. The central application servers contain 
some business logic, primarily the instructions to receive and respond to requests sent 
from workstations. The remainder of the business logic will reside on each business 
workstation; primarily this is the logic used to display forms and reports for the user.

When a user is using a client-server application, he or she is typically selecting func-
tions to input or view information. When inputting information, application logic on 
the business workstation will request, analyze, and accept the information, then trans-
mit it to the central application server for further processing and storage. When viewing 
information, a user will typically select a viewing function with, perhaps, criteria speci-
fying which information they wish to view. Business logic on the workstation will vali-
date this information and then send a request to the central application server, which, 
in turn, will respond with information that is then sent back to the workstation and 
transformed for easy viewing.
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The promise of client-server applications was improved performance by removing 

all application display logic from the central computer and placing that logic on each 
individual workstation. This scheme succeeded in principle but failed in practice for 
two principal reasons:

• Network performance Client-server applications often overburdened the 
organization’s data network, and application performance failed when many 
people were using it at once. A typical example is a database query issued 
by a workstation that results in thousands of records being returned to the 
workstation over the network.

• Workstation software updates Keeping the central application software and 
the software modules on each workstation in sync proved to be problematic. 
Often, updates required that all workstations be upgraded at the same time. 
Invariably, some workstations are down (powered down by end users or taken 
home if they are laptop computers) and unavailable for updates.

Organizations that did implement full-scale client-server applications were often 
dissatisfied with the results. And at nearly the same time, the World Wide Web was in-
vented and soon proved to be a promising alternative.

Web-based Applications
With client-server applications declining in favor, web-based applications were the only 
way forward. The primary characteristics of web-based applications that made them 
highly favorable included:

• Centralized business logic All business logic resides on one or more 
centralized servers. There are no longer issues related to pushing software 
updates to workstations since they run web browsers that rarely require 
updating.

• Lightweight and universal display logic Display logic, such as forms, lists, 
and other application controls, is easily written in HTML, a simple markup 
language that displays well on workstations without any application logic on 
the workstation.

• Low network requirements Unlike client-server applications that 
would often send large amounts of data from the centralized server to the 
workstation, web applications send only display data to workstations.

• Workstations requiring few, if any, updates Workstations require only 
browser software.

• Fewer compatibility issues Instead of requiring a narrow choice of 
workstations, web-based applications can run on nearly every kind of 
workstation, including Unix, Windows, Mac OS, or Linux.
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Auditing IS Infrastructure and Operations 
Auditing infrastructure and operations requires considerable technical expertise in or-
der for the auditor to fully understand the technology that she is examining. Lacking 
technical knowledge, interviewed subjects may offer explanations that can evade vital 
facts that the auditor should be aware of.

Auditing IS Hardware
Auditing hardware requires attention to several key factors and activities, including:

• Standards The auditor should examine hardware procurement standards 
that specify the types of systems that the organization uses. These standards 
should be periodically reviewed and updated. A sample of recent purchases 
should be examined to see whether standards are being followed. The scope 
of this activity should include servers, workstations, network devices, and 
other hardware used by IS.

• Maintenance Maintenance requirements and records should be examined to 
see whether any required maintenance is being performed. If service contracts 
are used, these should be examined to ensure that all critical systems are 
covered.

• Capacity The auditor should examine capacity management and planning 
processes, procedures, and records. This will help the auditor to understand 
whether the organization monitors its systems’ capacity and does any 
planning for future expansion.

• Change management Change management processes and records should 
be examined to see whether hardware changes are being performed in a life 
cycle process. All changes that are made should be requested and reviewed in 
advance, approved by management, and recorded.

• Configuration management The auditor should examine configuration 
management records to see whether the IS organization is tracking the 
configuration of its systems in a centralized and systematic manner.

Auditing Operating Systems
Auditing operating systems requires attention to many different details, including:

• Standards The auditor should examine written standards to see if they are 
complete and up to date. He or she should then examine a sampling of servers 
and workstations to see whether they comply with the organization’s written 
standards.
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• Maintenance and support Business records should be examined to see 

whether the operating systems running on servers or workstations are covered 
by maintenance or support contracts.

• Change management The auditor should examine operating system 
change management processes and records to see whether changes are being 
performed in a systematic manner. All changes that are made should be 
requested and reviewed in advance, approved by management, and recorded.

• Configuration management Operating systems are enormously complex; 
in all but the smallest organizations, configuration management tools 
should be used to ensure consistency of configuration among systems. The 
auditor should examine configuration management processes, tools, and 
recordkeeping.

• Security management The auditor should examine security configurations 
on a sample of servers and workstations, and determine whether they 
are “hardened” or resemble manufacturer default configurations. This 
determination should be made in light of the relative risk of various 
selected systems. An examination should include patch management and 
administrative access.

Auditing File Systems
File systems containing business information must be examined to ensure that they are 
properly configured. An examination should include:

• Capacity File systems must have adequate capacity to store all of the 
currently required information, plus room for future growth. The auditor 
should examine any file storage capacity management tools, processes, and 
records.

• Access control Files and directories should be accessible only by personnel 
with a business need. Records of access requests should be examined to see if 
they correspond to the access permissions observed.

Auditing Database Management Systems
Database management systems (DBMSs) are as complex as operating systems. This 
complexity requires considerable auditor scrutiny in several areas, including:

• Configuration management The configuration of DBMSs should be 
centrally controlled and tracked in larger organizations to ensure consistency 
among systems. Individual DBMSs and configuration management records 
should be compared.

• Change management Databases are used to store not only information, 
but also software in many cases. The auditor should examine DBMS change 
management processes and records to see whether changes are being performed 
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in a consistent, systematic manner. All changes that are made should be 
requested and reviewed in advance, approved by management, tested, 
implemented, and recorded. Changes to software should be examined in 
coordination with an audit of the organization’s software development life cycle.

• Capacity management The availability and integrity of supported business 
processes requires sufficient capacity in all underlying databases. The auditor 
should examine procedures and records related to capacity management to 
see whether management ensures sufficient capacity for business data.

• Security management Access controls determine which users and systems 
are able to access and update data. The auditor should examine access control 
configurations, access requests, and access logs.

Auditing Network Infrastructure
The IS auditor needs to perform a detailed study of the organization’s network infra-
structure and underlying management processes. An auditor’s scrutiny should include:

• Network architecture The auditor should examine network architecture 
documents. These should include schematics, topology and design, data flow, 
routing, and addressing. 

• Security architecture Security architecture documents should be examined, 
including critical and sensitive data flows, network security zones, access 
control devices and systems, security countermeasures, intrusion detection 
systems, firewalls, screening routers, gateways, anti-malware, and security 
monitoring.

• Standards The auditor should examine standards documents and determine 
whether they are reasonable and current. Selected devices and equipment 
should be examined to see whether they conform to these standards.

• Change management All changes to network devices and services should be 
governed by a change management process. The auditor should review change 
management procedures and records, and examine a sample of devices and 
systems to ensure that changes are being performed within change management 
policy.

• Capacity management The auditor should determine how the organization 
measures network capacity, whether capacity management procedures and 
records exist, and how capacity management affects network operations.

• Configuration management The auditor should determine whether any 
configuration management standards, procedures, and records exist and are 
used. He or she should examine the configuration of a sampling of devices to 
see whether configurations are consistent from device to device.

• Administrative access management Access management procedures, records, 
and configurations should be examined to see whether only authorized 
persons are able to access and manage network devices and services.
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• Network components The auditor should examine several components and 

their configuration to determine how well the organization has constructed its 
network infrastructure to support business objectives.

• Log management The auditor should determine whether administrative 
activities performed on network devices and services are logged. He should 
examine the configuration of logs to see if they can be altered. The logs 
themselves should be examined to determine whether any unauthorized 
activities are taking place.

• User access management Often, network-based services provide 
organization-wide user access controls. The auditor should examine these 
centralized services to see whether they conform to written security standards. 
Examination should include user ID convention, password controls, inactivity 
locking, user account provisioning, user account termination, and password 
reset procedures.

Auditing Network Operating Controls
The IS auditor needs to examine network operations in order to determine whether the 
organization is operating its network effectively. Examinations should include:

• Network operating procedures The auditor should examine procedures 
for normal activities for all network devices and services. These activities will 
include login, startup, shutdown, upgrade, and configuration changes.

• Restart procedures Procedures for restarting the entire network (and 
portions of it for larger organizations) should exist and be tested periodically. 
A network restart would be needed in the event of a massive power failure, 
network failure, or significant upgrade.

• Troubleshooting procedures The auditor should examine network 
troubleshooting procedures for all significant network components. 
Procedures that are specific to the organization’s network help network 
engineers and analysts quickly locate problems and reduce downtime.

• Security controls Operational security controls should be examined, 
including administrator authentication, administrator access control, logging 
of administrator actions, protection of device configuration data, security 
configuration reviews, and protection of audit logs.

• Change management All changes to network components and services 
should follow a formal change management life cycle, including request, 
review, approval by management, testing in a separate environment, 
implementation, verification, and complete recordkeeping. The auditor 
should examine change management policy, procedures, and records.

Auditing IS Operations
Auditing IS operations involves examining the processes used to build, maintain, up-
date, and repair computing hardware, operating systems, and network devices. Audits 
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will cover processes, procedures, and records, as well as examinations of information 
systems.

Auditing Computer Operations
The auditor should examine computer operational processes, including:

• System configuration standards The auditor should examine configuration 
standards that specify the detailed configuration settings for each type of 
system that is used in the organization.

• System build procedures The auditor should examine the procedures used 
to install and configure the operating system.

• System recovery procedures The procedures that are used to recover systems 
from various types of failures should be examined. Usually, this will include 
reinstalling and configuring the operating system, restoring software and data 
from backup, and recovery verification.

• System update procedures The auditor should examine procedures used for 
making changes to systems, including configuration changes and component 
upgrades.

• Patch management The auditor should examine the procedures for 
receiving security advisories, risk analysis, and decisions regarding when new 
security patches should be implemented. Procedures should also include 
testing, implementation, and verification.

• Daily tasks Daily and weekly operating procedures for systems should be 
examined, which may include data backup, log review, log file cycling, review 
of performance logs, and system capacity checks. 

• Backup The auditor should examine procedures and records for file and 
database backup, backup verification, recovery testing, backup media control 
and inventory, and off-site media storage.

• Media control Media control procedures should be examined, which 
includes backup media retirement procedures, disk media retirement 
procedures, media custody, and off-site storage.

• Monitoring Computer monitoring is discussed in detail later in this section.

Auditing File Management
The IS auditor should examine file management policies and procedures, including:

• File system standards The auditor should examine file system standards 
that specify file system architecture, directory naming standards, and technical 
settings that govern disk utilization and performance.

• Access controls The auditor should examine file system access control 
policy and procedures, the configuration settings that control which users and 
processes are able to access directories and files, and log files that record access 
control events such as permission changes and attempted file accesses.
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• Capacity management The settings and controls used to manage the 

capacity of file systems should be examined. This should include logs that 
show file system utilization, procedures for adding capacity, and records of 
capacity-related events.

• Version control In file systems and data repositories that contain documents 
under version control, the auditor should examine version control configuration 
settings, file update procedures, and file recovery procedures and records.

Auditing Data Entry
The IS auditor should examine data entry standards and operations, including:

• Data entry procedures This may include document control, input 
procedures, and error recovery procedures.

• Input verification This may include automatic and manual controls used to 
ensure that data has been entered properly into forms.

• Batch verification This may include automatic and manual controls used to 
calculate and verify batches of records that are input.

• Correction procedures This may include controls and procedures used to 
correct individual forms and batches when errors occur.

Auditing Lights-Out Operations
A lights-out operation is any production IT environment, such as computers in a data 
center, that runs without on-site operator intervention. The term “lights out” means 
that the computers can be in a room with the lights out since no personnel are present 
to attend to them.

Audit activities of a lights-out operation will primarily fall into the other categories 
of audits discussed in this chapter, plus a few specific activities, including:

• Remote administration procedures

• Remote monitoring procedures

Auditing Problem Management Operations
The auditor should examine the organization’s problem management operations, in-
cluding:

• Problem management policy and processes The auditor should examine 
policy and procedure documents that describe how problem management is 
supposed to be performed.

• Problem management records A sampling of problems and incidents 
should be examined to see whether problems are being properly managed.

• Problem management timelines The time spent on each problem should 
be examined to see whether resolution falls within the SLA.
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• Problem management reports The auditor should examine management 

reports to ensure that management is aware of all problems.

• Problem resolution The auditor should examine a sample of problems 
to see which ones required changes in other processes. The other process 
documents should be examined to see if they were changed. The auditor 
also should examine records to see if fixes were verified by another party.

• Problem recurrence The auditor should examine problem records to make 
sure that the same problems are not coming up over and over again.

Auditing Monitoring Operations
The IS auditor needs to audit system monitoring operations to ensure that it is effective, 
including:

• Monitoring plan The auditor should review any monitoring plan 
documents that describe the organization’s monitoring program, tools, 
and processes.

• Problem log Monitoring problem logs should be reviewed to see what kinds 
of problems are being recorded. The auditor should see whether all devices 
and systems are represented in problem logs.

• Preventive maintenance The auditor should examine monitoring results, 
monitoring plan, and preventive maintenance records, and determine whether 
the level of preventive maintenance is adequate and effective.

• Management review and action Any monitoring reports, meeting minutes, 
and decision logs should be examined to see whether management is 
reviewing monitoring reports and whether management actions are being 
carried out.

Auditing Procurement
The auditor should examine hardware and software procurement processes, proce-
dures, and records to determine whether any of the following activities are being per-
formed:

• Requirements definition All stakeholders (both technical and business, as 
appropriate) need to develop functional, technical, and security requirements. 
Each requirement needs to be approved and used to apply scrutiny to 
candidate products and services. Each candidate supplier’s responses need to 
be scored on their merits regarding their ability to meet requirements. This 
entire process needs to be transparent and documented. Auditors will need 
to examine procurement policies, procedures, and records from selected 
procurement projects.

• Feasibility studies Many requests for service will require an objective 
feasibility study that will be designed to identify the economic and business 
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benefits that may be derived from the requested service. Auditors need to 
examine selected feasibility study documents as well as policy and procedure 
documents for performing feasibility projects.

Questions

 1. A web application is displaying information incorrectly and many users have 
contacted the IT service desk. This matter should be considered:

 A. An incident

 B. A problem

 C. A bug

 D. An outage

 2. An IT organization is experiencing many cases of unexpected downtime that 
are caused by unauthorized changes to application code and operating system 
configuration. Which process should the IT organization implement to reduce 
downtime?

 A. Configuration management

 B. Incident management

 C. Change management

 D. Problem management

 3. An IT organization manages hundreds of servers, databases, and applications, 
and is having difficulty tracking changes to the configuration of these systems. 
What process should be implemented to remedy this?

 A. Configuration management

 B. Change management

 C. Problem management

 D. Incident management

 4. A computer’s CPU, memory, and peripherals are connected to each other 
through a:

 A. Kernel

 B. FireWire

 C. Pipeline

 D. Bus

 5. A database administrator has been asked to configure a database 
management system so that it records all changes made by users. What 
should the database administrator implement?
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 A. Audit logging

 B. Triggers

 C. Stored procedures

 D. Journaling

 6. The layers of the TCP/IP reference model are:

 A. Link, Internet, transport, application

 B. Physical, link, Internet, transport, application

 C. Link, transport, Internet, application

 D. Physical, data link, network, transport, session, presentation, application

 7. The purpose of the Internet layer in the TCP/IP model is:

 A. Encapsulation

 B. Packet delivery on a local network

 C. Packet delivery on a local or remote network

 D. Order of delivery and flow control

 8. The purpose of the DHCP protocol is:

 A. Control flow on a congested network

 B. Query a station to discover its IP address

 C. Assign an IP address to a station

 D. Assign Ethernet MAC address to a station

 9. An IS auditor is examining a wireless (Wi-Fi) network and has determined 
that the network uses WEP encryption. What action should the auditor take?

 A. Recommend that encryption be changed to WPA

 B. Recommend that encryption be changed to EAP

 C. Request documentation for the key management process

 D. Request documentation for the authentication process

 10. 126.0.0.1 is an example of:

 A. A MAC address

 B. A loopback address

 C. A Class A address

 D. A subnet mask
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Answers

 1. B. A problem is defined as a condition that is the result of multiple incidents 
that exhibit common symptoms. In this example, many users are experiencing 
the effects of the application error.

 2. C. Change management is the process of managing change through a life-
cycle process that consists of request, review, approve, implement, and verify.

 3. A. Configuration management is the process (often supplemented with 
automated tools) of tracking configuration changes to systems and system 
components such as databases and applications.

 4. D. A computer’s bus connects all of the computer’s internal components 
together, including its CPU, main memory, secondary memory, and 
peripheral devices.

 5. A. The database administrator should implement audit logging. This will 
cause the database to record every change that is made to it.

 6. A. The layers of the TCP/IP model are (from lowest to highest) link, Internet, 
transport, and application.

 7. C. The purpose of the Internet layer in the TCP/IP model is the delivery of 
packets from one station to another, on the same network or on a different 
network.

 8. C. The DHCP protocol is used to assign IP addresses to computers on a 
network.

 9. A. The WEP protocol has been seriously compromised and should be replaced 
with WPA  or WPA2 encryption.

 10. C. Class A addresses are in the range 0.0.0.0 to 127.255.255.255.  The address 
126.0.0.1 falls into this range.
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CHAPTER 6Information Asset 
Protection

This chapter focuses on the following topics:
• Information security management
• Logical access controls
• Network security
• Environmental security
• Physical security

The topics in this chapter represent 31 percent of the CISA examination.

Information Security Management
Information security management is the collection of policies, processes, and proce-
dures that ensure an organization’s security policy is effective. Security management is 
composed of a number of distinct and interrelated processes, including policy develop-
ment and enforcement, security awareness training, user access management, security 
incident management, vulnerability management, service provider management, en-
cryption, network access management, environmental controls, and physical access 
controls. Ongoing executive support is key to the success of a security management 
program.

These and other processes should be periodically audited to confirm their effective-
ness. Control failures and exceptions should be documented, and actions plans devel-
oped to improve processes and systems.

Aspects of Information Security Management
The protection of information-related assets is the cornerstone of information security 
management. Flowing out of IT governance and risk management, information secu-
rity management is a top-down set of coordinated activities whose key objective is the 
protection of information systems and other information-related assets.

309

ch06.indd   309 9/15/2009   12:58:39 PM



CISA Certified Information Systems Auditor All-in-One Exam Guide

310
An organization with sound IT governance and risk management programs will devel-
op strategies, policies, and processes that align with the organization’s overall objec-
tives. Through a number of strategic processes, such as business impact assessment 
(BIA), management will have a clear idea of which information-related assets are the 
most vital to the organization. Through a risk management program, management will 
take appropriate measures to protect those assets.

NOTE NOTE Rather than a separate activity, information security management 
should be an integral part of IT governance and risk management, which is 
the focus of Chapter 2.

Executive Support
Information security management will be effective only if it has an appropriate level of 
executive-level support. A level of visible commitment to security management is re-
quired, including the ratification of security policies, delegation of key roles and respon-
sibilities, and leadership by example. Without executive support as a foundation, an 
organization’s information security program cannot hope to succeed and be effective.

Policies and Procedures
An effective information security program depends upon a clear rule of law in the form 
of an information security policy. A complete information security policy should con-
tain the following elements:

• Statement of executive support The policy document must clearly state 
that the information security policy has the full and unwavering support of 
the organization’s executives. The policy should include a signature block that 
shows their written support.

• Roles and responsibilities Information security policy should define 
security-related roles and responsibilities, including who is responsible 
for policy development and enforcement. It should also include who is 
responsible for performing risk assessments and making risk-based decisions. 
The policy should also describe how the structure of asset ownership works 
and clearly state how asset owners have some responsibilities in protecting 
the assets that they control. Finally, the policy should state the responsibilities 
that all employees have.

• Value of information-related assets The information security policy should 
include the idea that the organization’s information system and information 
are valued assets that deserve protection. While the tangibility of some assets 
may be difficult to value monetarily, they are valuable nonetheless and must 
be protected.

• Protection of information assets Since the organization’s information-
related assets have value, they must be protected. The policy should describe 
the ways that information assets are protected through controls to protect 
their confidentiality, integrity, and availability.
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• Acceptable behavior Information security policy must clearly state what is 

expected of the organization’s employees by defining the types of behavior 
and activities that are required, permitted, and forbidden.

• Risk management The information security policy should describe the 
manner through which risks are measured and treated. This should include 
a policy for handling exceptions (circumstances where security policy and 
organization objectives are at odds with one another).

• Support of laws and regulations Information security policy should clearly 
state the organization’s support of applicable laws and regulations. For instance, 
policy should include statements of support for intellectual property laws 
through the use of copyrighted and trademarked works.

• Enforcement and consequences The policy should state how it is to be 
enforced, by whom, and a statement of the consequences of willful or negligent 
violation of security policy. Generally, a policy should state that “violations may 
result in disciplinary action including termination of employment.”

An organization’s security policy should be easily found and understood. The poli-
cy can be published on the organization’s internal web site or portal. It should be writ-
ten in a style that makes it easily understood by all personnel.

Security Awareness
People do not have particularly good instincts when it comes to the protection of infor-
mation systems and information-related assets. But people are generally teachable, and 
they can be trained in the methods used to safeguard the organization’s information 
and systems. A formal security awareness program should include activities that will 
help employees better understand how information protection measures work and 
how they should be used. Most employees will agree that organization assets are valu-
able and should be protected—they just need to know how it is done.

The designers of a comprehensive security awareness program need to understand 
that people have a variety of learning styles, which means that reliance on a single 
method for disseminating security information is not going to work for everyone. Some 
of the elements of a security awareness program include:

• Signed acknowledgment of security policy In order to drive home the 
point of the seriousness of the company’s security policy, all employees 
should be required to sign a statement that says they have read, understood, 
and will conform to the entire security policy. This should be done at the time 
of hire, but increasingly, organizations are requiring employees to sign this 
once each year.

• Security awareness training upon hire Each new employee should receive 
a dose of formal training at the time of hire. This training should serve as 
an orientation to the organization’s security policy and programs of asset 
protection. This will help the employee to know his or her responsibilities, 
where to find the policy and additional information, how they are expected 
to participate in asset protection, and the consequences for failing to do so.
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• Annual security awareness training Many organizations are extending 

their security awareness training from the time of hire to annually for all 
employees. This gives employees opportunities for “refresher” materials as 
well as updated information that is based on new practices, threats, and 
policies. The state of the art of security controls is ever-changing, and security 
awareness training should be updated accordingly.

• Internal web site An internal web site (or other manner through which 
the organization makes information available to its employees on demand) 
should include content on security awareness, controls, policies, and other 
information that employees can access. Like security policy, the information 
should be easy to understand and use—and employees should be able to 
easily understand how to use the information there to better protect the 
organization’s assets.

• Periodic messages From time to time, it may be necessary to send e-mails 
to groups of employees (or the entire organization) to make them aware 
of things that they need to know. Periodic messages also help distribute 
information to employees who won’t bother to visit an internal web site—
some rely on the company to “push” information to them that they will read.

• Posters and flyers Sometimes, it may be advantageous to make employees 
aware of security matters in ways other than web sites and e-mail messages. 
Posters can be put up where people congregate: kitchens, break rooms, 
meeting rooms, and auditoriums. Like web sites and e-mail, an organization 
should not rely on just one method for communications; posters and flyers 
are another effective way to get the message to employees.

• Rewards for desired behavior Management should reward its employees 
for making contributions towards the protection of organization assets. For 
example, employees who notice and report security threats or vulnerabilities, 
or who find a better way to protect assets, could be rewarded with recognition 
awards or gift certificates.

Security Monitoring and Auditing
The only things that can be managed are those that are measured. In an organization’s 
information security program, several key areas need to be monitored and audited. 
This will help management better understand whether its security policies and controls 
are effective.

Security analysts and auditors should periodically test the organization’s controls 
(including but not limited to security controls) to see if they are working properly. In-
deed, this is the topic of this entire book. Only through monitoring and auditing can 
an organization really know whether the policies, procedures, and controls that it has 
established are doing a good job of protecting the organization’s information and in-
formation systems.
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Incident Response
A security incident is an event where the confidentiality, integrity, or availability of 
information (or an information system) has been compromised. An organization 
should have an incident response plan in place that will define how the organiza-
tion should respond when an incident occurs. Some of the common types of incidents that 
should be included in a response plan include:

• Information exposure or theft Information that is protected by one or more 
controls may still be exposed to unauthorized persons through a weakness in 
controls or by deliberate acts.

• Information system theft Laptop computers, mobile devices, and other 
information processing equipment can be stolen, which may directly 
or indirectly lead to further compromises. If the stolen device contains 
retrievable sensitive information or the means to access sensitive information 
stored elsewhere, then what has started out as a theft of a tangible asset may 
expand to become a compromise of sensitive information as well.

• Information corruption A human intruder or automated malware such as a 
worm or virus may damage information stored on a system. This damage may 
or may not be readily noticed.

• Malware Viruses, Trojan horses, worms, and rootkits can penetrate a system 
and result in consumption of resources or corruption or compromise of 
information.

Most organizations periodically test their incident response plans to make sure that 
they will be effective when a real security incident occurs.

Corrective and Preventive Actions
Any organization that is intent on reducing risk through security-related processes and 
activities needs to consider using corrective and preventive actions processes. The pur-
pose of these processes is to formally track corrective and preventive actions so that they 
will be completed on time and not forgotten.

A corrective and preventive actions process may be as simple as a list of actions 
tracked on a spreadsheet or as complex as an incident tracking system (sometimes 
known as a trouble ticketing system or helpdesk application). The level of complexity 
should meet the organization’s needs for tracking, reporting, follow-up, and escalation 
of actions.

Roles and Responsibilities
An effective information security management program requires several key roles and 
responsibilities, which are held by individuals or groups. These roles and responsibili-
ties should be formally defined in the organization’s information security policy. They 
can also be defined in a charter document that describes the mission, objectives, roles, 

ch06.indd   313 9/15/2009   12:58:41 PM



CISA Certified Information Systems Auditor All-in-One Exam Guide

314
and responsibilities in the organization’s information security program. Either way, this 
information must be readily available to all employees.

Security-related roles and responsibilities include these core elements:

• Executive management Responsible for ratification and support of 
information security policy and overall responsibility for asset protection.

• Security steering committee A committee of senior-level officials from every 
department in the organization for approval of security policies, discussion of 
risk-related matters, and allocation of resources to carry out asset protection.

• Chief information security officer The senior-level official who is responsible 
for development and enforcement of security policy, as well as asset protection.

• Chief privacy officer The senior-level official who is responsible for the 
proper handling of personally sensitive information belonging to employees 
and customers to protect their privacy rights.

• Security auditor Responsible for monitoring and testing security controls 
and delivering written opinions on the effectiveness of those controls.

• Security administrator Responsible for operating specific security controls 
such as user access controls, firewalls, or intrusion detection systems.

• Security analyst Responsible for implementing security policy by designing 
and improving security processes and security controls.

• Systems analysts Responsible for implementing security policy by designing 
application software that includes adequate controls to protect the application 
as well as the information that it manages and stores.

• Software developers Responsible for coding application software that 
includes controls to prevent application misuse or bypass of controls to 
protect the integrity and confidentiality of information.

• Managers Responsible for the actions of the employees whom they supervise.

• Asset owners Responsible for protection and integrity of assets, and for 
approving requests to access the assets they control.

• Employees Responsible for supporting security policy by using information 
systems and handling information assets properly, and for reporting incidents 
and other security matters to management.

Asset Inventory and Classification
Information assets fall into two basic categories: information and information systems. 
Information consists of software, tools, and every type of data. Information system is an 
inclusive term that encompasses servers, workstations, mobile devices, network devices, 
gateways, appliances, and almost every other kind of IT hardware that is used.

Hardware Asset Inventory
An IS organization that is responsible for the management of information and infor-
mation systems must have a means for knowing what all of those assets are. More than 
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that, IS needs to acquire and track several characteristics about every hardware asset, 
including:

• Identification This includes make, model, serial number, asset tag number, 
and any other means for identifying the asset.

• Value Initially, this may signify the purchased value, but may also include 
its depreciated value if an IS asset management program is associated with the 
organization’s financial asset management program.

• Location The asset’s location needs to be specified so that its existence may 
be verified in a periodic inventory.

• Security classification Security management programs almost always 
include a plan for classifying the sensitivity of information and/or 
information systems. Example classifications include top secret, secret, 
restricted, confidential, and public.

• Asset group IS assets may be classified into a hierarchy of asset groups. For 
example, any of the servers in a data center that support a large application 
may be assigned to an asset group known as “Application X Servers.”

• Owner This is usually the person or group responsible for the operation of 
the asset.

• Custodian Occasionally, the ownership and operations of assets will be 
divided into two bodies, where the owner owns them but a custodian operates 
or maintains them.

Because hardware assets are installed, moved, and eventually retired, it is important 
to periodically verify the information in the asset inventory by physically verifying the 
existence of the physical assets. Depending upon the value and sensitivity of systems 
and data, this inventory “true-up” may be performed as often as monthly or as seldom 
as once per year. Discrepancies in actual inventory must be investigated in order to 
verify that assets have not been moved without authorization or stolen.

Information Assets
Sometimes overlooked because it is intangible, the information that is stored in sys-
tems should be treated as an asset. In almost all cases, information such as software and 
databases has tangible value and should be included in the list of IS assets.

Information Classification Overview In most organizations, various types 
and sets of information will have varying degrees of sensitivity. These levels of sensitiv-
ity will implicitly dictate that information in different levels should be handled some-
what differently. For instance, the most sensitive information should be encrypted 
whenever stored or transmitted and should be accessible to only those individuals who 
have a justified need to use it.

Would it be easier to simply handle all information the same way as the most sensi-
tive information in the organization? While it would be easier to remember how to 
handle and dispose of all information, it would also be onerous. Encrypting everything 
and shredding everything would be a wasteful use of resources. That said, it is incum-
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bent on an organization to build a simple information classification program that is 
easy to understand and follow. Too many levels of classification would be as burden-
some as a single level.

Information Classification Details In most organizations, an information 
classification program can be defined in detail in less than a dozen pages, and the prac-
tical portions of it could almost fit on a single page. For many organizations, a simple 
four-level classification program is a good place to start. The four levels could be: secret, 
restricted, confidential, and public. Any information in the organization would be clas-
sified into one of these four levels.

Handling procedures for each of these levels is found in Table 6-1.
The foregoing classification and handling guidelines are meant as an example to 

illustrate the differences in various forms of data handling for various classification 
levels. However, the contents of  Table 6-1 can serve as a starting point for an actual data 
classification and handling procedure.

Access Controls 
Access controls are the technology-based methods of controlling access to an informa-
tion-based resource. Access controls must be actively managed by staff members who 
are authorized to perform this function and trained to perform it properly.

The workings of access controls are discussed later in this chapter in the section 
“Logical Access Controls.”

Access controls also exist in the physical world, and are discussed later in this chap-
ter in the section “Physical Security Controls.”

Access Control Management
The management of access controls requires that processes and business rules be estab-
lished that govern how access controls are managed. These processes and rules are used 
to decide which persons will be permitted to access which data and functions in the 
organization.

The processes to manage access controls are:

• Access control request Any new request for access must be formally made 
via an established request procedure. The request should be approved by the 
subject’s manager, as well as by the owner of the resource to which access is 
being requested.

• Access control review A periodic review of all users’ access to systems 
must be performed to verify that everyone who has access is still entitled to 
that access and to verify that all access for terminated employees has been 
removed.

• Segregation of duties review A periodic review of each user’s access rights 
in all systems must be performed to verify that each employee does not have a 
combination of access privileges that would constitute a violation of segregation 
of duties.
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Secret Restricted Confidential Public

Examples Passwords; 
merger and 
acquisition plans 
and terms

Credit card 
numbers; bank 
account numbers; 
Social Security 
numbers; detailed 
financial records; 
detailed system 
configuration; 
vulnerability scan 
reports

System 
documentation; 
end-user 
documentation; 
internal memos; 
network 
diagrams

Brochures; press 
releases

Storage on 
server

Must be 
encrypted; store 
only on servers 
labeled sensitive

Must be 
encrypted

Access controls 
required

No restrictions

Storage 
on mobile 
device

Must never be 
stored on mobile 
device

Must be 
encrypted

Access controls 
required

No restrictions

E-mail Must never be 
e-mailed

Must be 
encrypted

Authorized 
recipients only

No restrictions

Web site Must never be 
stored on any 
web server

Must be 
encrypted

Access controls 
required

No restrictions

Fax Encrypted, 
manned fax only

Manned fax only; 
no e-mail–based 
fax

Manned fax only No restrictions

Courier Double wrapped; 
signature and 
secure storage 
required

Signature and 
secure storage 
required

Signature 
required

No restrictions

Hard copy 
storage

Double locked 
in authorized 
locations only

Double locked Locked No restrictions

Hard copy 
distribution

Only with owner 
permission; must 
be registered

To authorized 
parties only; 
only with owner 
permission

To authorized 
parties only

No restrictions

Hard copy 
destruction

Cross-cut shred; 
make record of 
destruction

Cross-cut shred Cross-cut shred 
or secure waste 
bin

No restrictions

Soft copy 
destruction

Erase with DoD 
5220.22-M spec 
tool

Erase with DoD 
5220.22-M spec 
tool

Delete and 
empty recycle 
bin

No restriction

Table 6-1 Information Handling Guidelines
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• Employee transfer When an employee is transferred from one position 

to another, the access rights associated with the departed position must be 
removed and any new access rights for the new position established.

• Employee termination When an employee is no longer employed by 
the organization, all access rights for that employee must be terminated 
immediately. 

All of these processes must have a robust recordkeeping plan so that all requests, 
reviews, transfers, and terminations are well documented. These records must them-
selves be restricted so that only authorized persons may view them. These records also 
must be protected against tampering.

In addition to these processes, there are several audit and monitoring procedures to 
verify correct operation of these procedures; auditing is discussed later in this chapter.

Access Control Logs
The preceding section discussed business processes and the records that are associated 
with them.  In addition to those records, the information systems that persons are given 
permission to access must have automatic records of their own. These systems must 
record all accesses made by persons. And like the records associated with business pro-
cesses, these records must also be protected from alteration. This topic is discussed in 
more detail later in this chapter in the section, “Logical Access Controls.”

Privacy
Privacy is the protection of personal information from unauthorized disclosure, use, 
and distribution. Personal information refers to a variety of elements about a private citi-
zen, some of which are not well known, including their name in combination with one 
or more of the following:

• Date and place of birth

• Place of residence

• Fixed and mobile telephone numbers

• Social insurance (e.g., Social Security) number

• Driver’s license number

• Passport number

• Financial account (e.g., credit card, bank account, retirement account) 
numbers

Historically, the concern about privacy stemmed from organizations that collected, 
aggregated, and then distributed databases containing private citizens’ information, 
which was then used for targeted marketing and other purposes.

More recently, the worry about privacy has concerned the rise in identity theft, 
which is made possible from the proliferation of private information and the failure to 
adequately secure that information. Cybercriminals have had an easy time discovering 
and stealing this information in order to conduct wide-scale identity theft.
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Organizations that collect any of the previously mentioned items on behalf of cus-

tomers or other constituents need to develop policies that define what the organization 
is permitted to do with this information. Organizations also need to be aware of ap-
plicable privacy laws and regulations, and ensure they are fully compliant with them. 
For each item of potentially sensitive information, an organization should be able to 
specify:

• Why it collects the information

• How it uses the information

• How long it retains the information

• How the information can be corrected by its owners

• To what other organizations the information is distributed and why

• Who is responsible for protecting the information

• How an owner can opt out (causing the cessation of storage of that 
information)

Business processes, procedures, and records should exist for all of these associated 
uses and actions, which can then be monitored and audited by others as needed.

Third-Party Management
Nearly every IS organization relies on one or more third-party organizations in the de-
velopment, support, or operations of its information systems. There are so many 
specialties and subspecialties in information technology that even the largest organiza-
tions need to utilize third-party organizations to build, support, or manage their IT 
environment.

Third Parties and Risk
The use of any third-party organization should not be permitted to increase overall secu-
rity risk to an organization. When considering outsourcing a service to a third party, a risk 
assessment should be performed to identify and characterize risks associated with this.

Some of the types of services that third-party service organizations provide include:

• Internet service providers (ISPs)

• Internet hosting providers

• Application service providers (for e-mail, CRM [customer relationship 
management], ERP [enterprise resource planning], MRP [materials resource 
planning], payroll, and expense reporting)

• Managed security services

• Software development and testing

• Call centers

• Collection services

• Management and business consultants
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• Auditors and security assessors

• Vendors that support hardware and software solutions

• Janitorial and other cleaning

• Shipping and receiving

• Building and equipment maintenance

• Temporary employee services

The primary risk with a third-party service provider is that the service provider will 
have access to some of the organization’s sensitive information. Whether the service 
provider will have access to the organization’s applications and data, or whether the 
organization will be sending data to the service provider, this overall risk needs to be 
broken down into each component and analyzed.

For each risk identified, one or more compensating controls needs to be identified, 
ideally so that the risk can be reduced to the same level as though the organization were 
performing the service on its own.

Types of Third-Party Access
Depending upon the type of service, third-party service providers will have access to the 
organization’s information in a variety of ways, including:

• Physical access to hard copy business records

• Physical access to information systems

• Physical access to media such as hard drives, backup tapes, and CD/DVD-ROM

• Login to application as end user

• Login to application as administrative user

• Login to database

• Login to operating system

• Login to network device

NOTE NOTE A third-party service provider does not necessarily need access to 
sensitive business records to pose a risk.  A service provider that is familiar 
with the organization’s business practices can cause harm to the organization 
by interfering with business operations or disclosing business practices to 
outsiders such as customers or competitors.

Risks Associated with Third-Party Access
Knowing the type of access that a third-party service provider will have to an organiza-
tion’s information, the types of risks can be identified. Some of these risks are:

• Theft of business records

• Exposure of business records to unauthorized parties

• Alteration of business records
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• Damage (both deliberate and accidental) to information systems hardware, 

software, or information

• Failure to perform services in a timely manner

• Failure to perform services accurately

• Failure to perform services professionally

Third-Party Access Countermeasures
As mentioned earlier in this section, the risks associated with a third-party service pro-
vider should be no different than if the organization were performing the service on its 
own. Even though new risks are introduced when transferring work to a service pro-
vider, countermeasures and compensating controls should be introduced that will keep 
the level of risk acceptably low.

Some of the countermeasures that can be used to mitigate risk include:

• Video surveillance with video recording

• Logging all data access and associated accesses to named individuals in the 
third-party organization

• Access controls that prevent the third party from accessing business records 
that it does not need to use

• Logical access controls that limit the third party’s access to only those data 
fields required to perform their services

• Recording of voice or data communications sessions

• Periodic audits of the service provider’s activities

Generally, an organization can require that a third-party service organization that 
has logical access to the organization’s systems or stores any of the organization’s data 
protect this data with the same level of controls that the organization itself uses. This 
should result in the third-party service organization’s not being in a situation where the 
organization’s records are more vulnerable to theft, exposure, or compromise. For ex-
ample, if your organization requires encryption of specific information when processed 
in your organization’s systems, any service provider that processes the same informa-
tion should also be required to encrypt it.

NOTE NOTE In any situation where treatment for a specific risk associated with 
a third-party service provider results in unavoidable residual risk, senior 
management will need to be made aware of the residual risk and determine 
if they are willing to accept it.

When an organization is considering use of a third-party service provider, the orga-
nization should require the service provider to answer a detailed questionnaire con-
cerning security and other aspects of its operation. The organization should also ask 
whether the service provider has had any external audits of its services; if so, the orga-
nization should request to see reports from those audits.
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Addressing Third-Party Security in Legal Agreements
The services performed by the third-party service provider should be succinctly de-
scribed in a legal agreement. This will generally include a description of the services 
that are performed, measures of quantity and quality for services, remedies or penalties 
for failures in quality or quantity, rates and payments, and roles and responsibilities for 
both parties.

Legal agreements with service providers need to include several security provisions, 
including:

• A statement that all of the organization’s information and knowledge of its 
business practices will be kept confidential

• Security and privacy-related liabilities, roles, and responsibilities

• Security controls required to protect the organization’s information

• Acceptable uses for the organization’s information

• Persons who will be authorized to access the organization’s information

• Background checks, nondisclosure agreements, and acceptable-use agreements 
for each person who is authorized to access the organization’s information

• Required security training for persons authorized to access the organization’s 
information

• Steps to be taken if a security breach should occur

• Steps to be taken to reduce the likelihood of data loss caused by a natural or 
manmade disaster

• Who is responsible for security and privacy in the third-party organization

• The right to inspect and audit the third-party organization’s premises and 
operations on short notice

• Compliance with all applicable laws and regulations

• Agreement to destroy all copies of information on request or upon the 
termination of the agreement

Many additional security-related terms and conditions may be warranted, depend-
ing upon the nature of the services provided and the sensitivity and value of the infor-
mation accessed and used by the service provider.

Addressing Third-Party Security in Security Policy
Many organizations provide commercial applications on the Web, which are as easy to 
set up as filling in a registration form, paying with a credit card, and uploading sensitive 
data right from a person’s workstation. These organizations operate as application ser-
vice providers (ASPs), Software-as-a-Service (SaaS) or cloud service models.

Often, the persons in an organization have little idea about the security controls 
that are used by service providers. Because of this, organizations can enact a security 
and business policy that forbids the use of any online service provider (ASP, SaaS, cloud, 
etc.) unless a risk assessment has first been performed for that service provider. Without 

ch06.indd   322 9/15/2009   12:58:44 PM



Chapter 6: Information Asset Protection

323
such a policy, there is little to stop persons from signing up with various online service 
providers and potentially putting the organization’s sensitive data at risk.

NOTE NOTE An organization should have policies and processes in place to 
properly assess, measure, and monitor risks related to any third-party service 
provider.

Human Resources Security
The heart of most organizations’ business operations are not computers, machinery, or 
buildings, but people. People design and operate business processes; they design, build, 
and operate IT systems; they support processes and systems and help to improve them 
over time. And while people are an organization’s greatest asset, they may also be a 
source of significant risk.

People are entrusted with access to sensitive information, and entrusted to design 
and create information systems to manage sensitive information properly. But an em-
ployee in a position of trust can betray that trust and cause a tremendous amount of 
damage to the organization’s operations and long-term reputation.

Trust is the key: Organizations provide access to sensitive information, trusting that 
their employees will honor that trust and treat information properly. The trust is recip-
rocal: Employees also trust that their employer will treat them with respect and pay 
them a fair salary.

Organizations need to take several measures to mitigate human resource–related 
risks. These measures are described in the remainder of this section.

Screening and Background Checks
Prior to hiring each employee, an organization should verify the facts that each candi-
date presents on her resume or curriculum vitae. The confirmation of these and other 
important facts is commonly known as a background check, and may consist of:

• Verification of the candidate’s identity

• Confirmation of the candidate’s right to work in the employer’s locale

• Verification of previous employment

• Verification of education

• Verification of professional licenses and certifications

• Investigation into the candidate’s criminal history

• Investigation into the candidate’s financial history

• Drug test

Irregularities in any of these areas may be a signal to the employer that further in-
vestigation is required if the employer is still intent on hiring the candidate. The orga-
nization discovering irregularities in a candidate’s background may also rescind a 
pending offer of employment or decide not to make an offer.
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In addition to a background check, an employer will usually check references. This 

means that the employer will contact one or more professional colleagues in order to 
learn more about the candidate. The employer might also make inquiries through its 
network of professional acquaintances to gather intelligence about the candidate 
from people who are not references. For example, if a security manager is hiring a secu-
rity analyst and receives a resume from an employee at a local organization, the se-
curity manager could contact other known colleagues in the organization to see if any 
of them are familiar with the candidate. This can be a source of valuable information, 
since sometimes a candidate’s references may be coached to say certain things or avoid 
certain topics.

NOTE NOTE Employers frequently search social networking sites such as MySpace 
and Facebook in order to gather additional intelligence on prospective 
employees. These and other social networking sites often reveal more 
about a person’s character than will be found on a resume, application for 
employment, or references.

Another emerging trend in organization is the practice of repeating background 
checks throughout an employee’s tenure. This can help an employer discover certain 
facts about recent criminal convictions or significant financial events (such as judg-
ments, collections, or bankruptcy) that may warrant action on the employer’s part.

Job Descriptions
A job description is an employer’s formal statement to an employee that says, “This is 
what we expect and require of you to perform this job.” Employers should have formal 
job descriptions for each position in the organization. The main reason for this is to 
formally document the expectations that the organization has for each employee. These 
expectations should include:

• Name of the position (e.g., senior security auditor or database administrator)

• Requirements This will include necessary education, skills, and work 
experience.

• Duties and responsibilities This will include the tasks, projects, and other 
activities that the employee is expected to perform.

The duties and responsibilities section should include a statement that says the 
employee is required to uphold all of the organization’s policies (including security 
policy). The job description could list the major policies by name.

Employment Agreements
In locales that permit them, organizations should utilize written employment agree-
ments with each employee. The employment agreement should clearly specify the 
terms and conditions of employment, including:

• Duties The employment agreement should describe the employee’s duties in 
his or her position. This may be similar to what is stated in the employee’s job 
description.
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• Roles and responsibilities The employment agreement should define the 

employee’s roles and responsibilities, as well as the responsibilities of the 
employer. This will be similar to what is found in the job description.

• Confidentiality The employee agrees to keep all company secrets 
confidential, even after termination of employment.

• Compliance The employee must agree to comply with all applicable laws 
and regulations, as well as with all organization policies. The employment 
agreement should state the consequences of failing to comply with laws, 
regulations, and policies.

• Termination The employment agreement should include the conditions 
and circumstances by which the organization or the employee can sever the 
agreement.

During Employment
Organizations need to enact several safeguards during the span of employment for each 
employee. These safeguards ensure that each employee’s behavior is appropriate and 
that each employee is able to do only what is required of him or her. These safeguards 
include:

• Periodic renewal of employment agreements Documents signed at the 
time of hire, including nondisclosure, employment, security policy, and other 
agreements, should be renewed periodically. Organizations that employ this 
practice do this annually.

• Repeat background checks Occasionally, repeating background checks 
helps to ensure that each employee’s background (criminal history in 
particular) is still acceptable.

• Access changes when transferred Any employee who is transferred from 
one position to another should have their accesses for the former position 
removed. This helps to prevent the accumulation of privileges over time.

• Awareness training Employees should undergo periodic training on 
important topics, including security awareness training, so that they will 
continue to be aware of security procedures and requirements.

Policy and Discipline During their service, employees, contractors, temps, and 
other workers are expected to comply with the organization’s security policy and other 
policies. The organization’s security management program needs to include monitor-
ing and internal auditing to ensure that policies are adhered to. When policy violations 
occur, human resources will need to invoke its disciplinary action process as needed.

Disciplinary action that is related to security policy violations should not be treated 
differently from any other disciplinary matter. IS security may be asked to provide facts 
about the matter, but should otherwise not be involved. Discipline is usually a matter 
between an employee’s manager and the employee; human resources should be in-
volved only if the matter is serious enough to warrant a letter in the employee’s employ-
ment file, suspension, demotion, or termination of employment.
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Equipment The organization should keep records regarding any equipment, soft-
ware, licenses, or other assets that are entrusted to the employee, particularly when the 
asset will be used away from company premises, such as in the employee’s home. Each 
time an asset is issued to an employee, a simple checkout document should be com-
pleted that describes the asset, the employee’s name, the date issued, and an agreement 
that the asset will be returned to the employer on request. The employee should be re-
quired to sign this document, and a copy placed in his or her employment file.

If the employee transfers to another position or department, or leaves the organiza-
tion altogether, human resources should retrieve all equipment checkout forms and 
make sure that the employee returns each asset.

Transfers and Terminations
When employees are transferred from one position or department to another, they may 
be required to return certain assets entrusted to their care if they are no longer needed 
in the new role. Similarly, after transfer, an employee’s access rights should be reviewed 
and any accesses from the old position that are not required in the new position be 
removed. This is covered in more detail in the earlier section, “Access Controls.”

When an employee’s employment is terminated, his or her access to information 
systems and business premises should be immediately revoked. All equipment, docu-
ments, software, and other assets in the employee’s care should be returned and ac-
counted for. The access badge and other identifying items should also be returned.

Contractors and Temporary Workers
Contractors, consultants, temps, and other workers should be required to conform to 
many of the same organization policies that are required of employees, including:

• Nondisclosure agreement

• Security policy agreement

• Other policies

Computer Crime
Computers are involved in many criminal acts and enterprises. This section discusses 
the uses of computers in criminal activities.

Roles of Computers in Crime
Being the flexible, multipurpose tools that they are, computers can be used in several 
different ways in the commission and support of crimes. And because some computers 
contain valuable information, they are the targets of crimes. There are three main ways 
in which a computer is involved in a crime:

• Target of a crime. A computer or its contents are the target of a crime. Some of 
the possible crimes are:

• Equipment theft The computer itself (or related equipment or media) is 
stolen.
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• Equipment vandalism Computer equipment may be damaged or 

destroyed.

• Data theft Data that is stored on the computer or related media may be 
stolen. This is a more difficult crime to detect, since thieves usually steal a 
copy of the data, leaving the original data intact and untouched.

• Data vandalism Data that is stored on a computer may be deliberately 
altered, sometimes in ways that go undetected for a time.

• Trespass Someone enters the computer system without permission or 
authorization.

• Instrument in a crime A computer is used as a weapon or tool to commit a 
crime. Some of the types of crimes that can be perpetrated include:

• Trespass This is the unauthorized and unlawful entry into a computer or 
network.

• Data theft and vandalism Intruders enter computers or networks and 
steal or destroy data and programs.

• Sabotage Intruders destroy computer hardware, software, or data.

• Child pornography This is the unlawful storage or distribution of child 
pornography content.

• Libel and slander These are communications that make claims that give a 
subject a negative image.

• Espionage An individual or group obtains information considered a 
military, political, or industrial secret.

• Eavesdropping A computer can be used to eavesdrop on electronic 
messaging, such as e-mail, instant messaging, and even voice over IP (VoIP).

• Spam Computers are used to generate and deliver millions of spam 
messages every day.

• Support of a crime Computers can be used to support criminal activities. 
Some of the ways that this can occur include:

• Recordkeeping Computers can be used to record criminal activities. For 
example, a petty thief who breaks into houses can track the items he steals 
and then resells in a spreadsheet program.

• Aid and abet Computers can be used to provide support for other 
criminals. For instance, a computer can be used to send helpful 
information and funds to a criminal in hiding.

• Conspiracy A computer can be used to document the plans for a crime. 
Criminals can use word processing tools, such as “track changes,” to perfect 
their criminal schemes.

It should be easy to imagine that computers can play multiple roles in crimes: They 
can be used as weapons as well as recordkeeping systems, for instance.
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Categories of Computer Crime
Cybercrime comes in a lot of flavors, primarily because computers are used as targets 
for so many purposes. It may be helpful to remember that the information stored in 
computers has some value—and the nature and value of that information will attract 
various types of criminal elements. Computer crimes are roughly analogous to crimes 
in the physical world: People rob banks to get the money; they deface statues in public 
places to embarrass government and make a political point; they attack public trans-
portation systems in acts of terrorism; and they steal purses in order to get quick cash 
and maybe a few usable credit cards.

The categories of computer crime can be thought of in this way:

• Military and intelligence Here, attackers are attempting to obtain military or 
intelligence secrets or disrupt military or intelligence operations. These attacks 
may occur at any time—during wartime, periods of hostility, or when there are 
no apparent tensions between governments. These attacks may be carried out 
by governments as well as nongovernment-sanctioned civilian groups.

• Political This type of attack may be carried out by one state against another, 
but more typically, the attacker is a state-sponsored or independent group.

• Terrorist Here, attackers are attempting to induce fear and panic among a 
populace by damaging or disrupting critical infrastructure that is controlled 
or monitored by computers, including utilities, government services, financial 
services, health care, education, and other organizations.

• Financial In this type of attack, perpetrators are carrying out activities 
in an attempt to steal funds, credit card numbers, bank account numbers, 
or perpetrate fraud. Targets include financial institutions and all other 
organizations that store or process financial data.

• Business This represents a wide variety of purposes, including espionage, 
extortion, theft, vandalism, denial of service, and any attacks designed to 
weaken or embarrass a business organization.

• Grudge As the name implies, a grudge attack is generally motivated by 
feelings of revenge that an individual or group wishes to exact upon an 
organization. 

• Amusement This type of attack is carried out primarily for fun. Nevertheless, 
these attacks can still be lethal and cause significant damage or embarrassment.

Most attacks are a blend of two or more of the categories discussed here. Under-
standing these categories can help an organization better understand how to prepare 
for possible cyberattacks.

Threats of Cybercrime on Organizations
Organizations that use computers to store information of value (whether tangible value 
or not) need to take steps to protect that information. The nature of the information 
does have a bearing on the types of threats that will be most prevalent for a given orga-
nization. In general, the threats include:
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• Financial Organizations that store financial-related information, particularly 

credit card numbers and bank account numbers, are more likely to be the 
target of crimes where criminals will attempt to steal this information. 
Organizations may also be the target of one or more types of financial fraud, 
including:

• Transferring funds A web site that is used to send or receive funds will 
be the target of attackers, who will attempt to trick the application—or its 
other users—into transferring funds to attackers’ accounts.

• Stealing service Intruders may attempt to trick a web site into providing 
free service. For instance, a flaw in a site’s payment acceptance program may 
permit a user to receive service without paying for it.

• Account hijacking This can occur through malware that sniffs user IDs 
and passwords from existing customers, or phishing schemes that entice 
customers to click on links that take them to imposter sites that appear to 
be financial institutions.

• Click fraud Many online advertisers pay for clicks on their online ads. 
Attackers can build malware to generate clicks from victim computers in 
order to collect payments.

• Social engineering Attackers will attempt to trick people into responding 
to e-mails purporting to be invoices or refund requests, providing their 
valuable login credentials to a phony web site.

• Disclosure of sensitive information If an organization has sensitive 
information, intruders will attempt to steal or deface it. Sensitive information 
can be almost anything of value, including bank account and credit card 
numbers, intellectual property, personally identifiable information, and 
military and government secrets. Perpetrators might either try to steal or 
deface this information, or simply discover how to do that and disclose that 
technique to others.

• Blackmail If hackers or organized crime enterprises are able to successfully 
break in to an organization’s computers or networks, they may be able to 
encrypt or remove sensitive information and then demand payments to 
restore that information.

• Sabotage Hackers may wish to break in to computers or networks in order 
to damage their ability to perform their function. This kind of an attack 
could range from damaging operating systems, application software, or 
information—whatever it takes to damage or destroy a system.

• Reputation Intruders may be inclined to break in to an organization’s 
computers or networks in some visible way simply for the opportunity to 
embarrass the organization and damage its reputation.

• Legal Security breaches may invite lawsuits from customers, business 
partners, and shareholders.
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Perpetrators of Cybercrime
Many different types of individuals and groups will commit cybercrimes if they have 
sufficient motivation. The nature of the organization and the data that it stores on its 
computers will influence which groups and individuals will be more likely to attack the 
organization’s systems. In no particular order, the perpetrators of cybercrimes include:

• Hackers Usually lone combatants who have the skills and the tools to break 
in to computer systems and networks. They can steal or deface information, or 
plant software in an organization’s computers for a variety of purposes.

• Cybercriminal gangs and organized crime Lured by big profits, organized 
crime has moved headlong into the cybercrime business with profits that 
exceed those from drug trafficking, according to the U.S. Treasury Department. 
Cybercrime organizations are well organized with investors and capital, 
research and development budgets, supply chains, employees on payroll, 
and profit sharing.

• Spies and intelligence agents People in intelligence organizations may 
attempt to break in to the computers or networks in target governments or 
industries in order to collect intelligence information. Often these agents will 
employ hackers to perform information-gathering activities.

• Terrorists State-sponsored, privately sponsored, and just plain rogue groups of 
individuals perpetrate cybercrimes against populations in order to induce fear 
and intimidation, and eventually to precipitate changes in a nation’s foreign 
policy. There have not been many spectacular terrorism-based cybercrimes 
(none that we know of anyway), but it’s likely just a matter of time.

• Script kiddies Inexperienced computer hackers obtain hacking tools from 
others. The term “script kiddies” refers to usually adolescents (kiddies) or 
simply inexperienced would-be hackers, who obtain hacking tools (scripts) 
in order to break in to computers for fun or just to pass the time.

• Social engineers These clever individuals will use a variety of means to gain 
information about an organization’s inner workings that they use to exploit 
the organization. Social engineers frequently use pretexting (pretending to be 
someone they aren’t) in order to get employees to give up secrets that help 
them break in to systems.

• Employees People who work in an organization have the means and often 
have opportunities to steal equipment and information from their employers. 
Usually all they need is motivation. Employers often deliver motivation on a 
silver platter as a result of draconian policies and working conditions.

• Former employees People who used to work in organizations know its 
secrets, vulnerabilities, and inner workings. Terminated and laid-off employees 
sometimes have sufficient motivation to steal from or embarrass their former 
employers as a way of getting even for losing their job.

• Knowledgeable outsiders These are persons who have some knowledge 
about an organization’s internal systems, architecture, or vulnerabilities. These 
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individuals can gain their knowledge through espionage, social engineering, 
eavesdropping, or from current or former employees. The point is they know 
more than most outsiders.

• Service provider employees Personnel employed at service providers are 
another class of knowledgeable outsiders; through their business relationship 
with the organization, they possess information about the organization’s 
people, processes, and technology that they can use to harm the organization 
through criminal means.

Because cybercrime can be perpetrated by so many different types of people, it is 
quite a challenge to “think like a cybercriminal” in order to prepare one’s defenses. 
While such an approach will still be helpful, it requires broad reflection on the part of 
security analysts and engineers who are responsible for protecting an organization’s 
valuable assets.

Security Incident Management
A security incident is defined as any event that represents a violation of an organiza-
tion’s security policy. For instance, if an organization’s security policy states that it is not 
permitted for one person to use another person’s computer account, then such a use 
that results in the disclosure of information would be considered a security incident. 
There are several types of security incidents:

• Computer account abuse Examples include willful account abuse, such 
as sharing user account credentials with other insiders or outsiders, or one 
person stealing a password from another.

• Computer or network trespass Here, an unauthorized person accesses a 
computer network. The methods of trespass include malware, using stolen 
credentials, access bypass, or gaining physical access to the computer or 
network and connecting to it directly.

• Interception of information An intruder devises a means for eavesdropping on 
communications. The intruder may be able to intercept e-mail messages, client-
server communication, file transfers, logon credentials, and network diagnostic 
information. Some of the methods that can be used for eavesdropping include 
malware, installing sniffing programs on compromised computers, or direct 
connection to computers or networks.

• Malware A worm or virus outbreak may occur in an organization’s network. 
The outbreak may disrupt normal business operations simply through the 
malware’s spread, or the malware may also damage infected systems in 
other ways, including destroying or altering information. Malware can also 
eavesdrop on communications and send intercepted sensitive information 
back to its source.

• Denial of service (DoS) attack An attacker can flood a target computer or 
network with a volume of traffic that overwhelms the target so that it is unable 
to carry out its regular functions. For example, an attacker can flood an online 
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banking web site with so much traffic that the bank’s depositors are unable to 
use it.

• Distributed denial of service (DDoS) attack Similar to a DoS attack, a 
distributed denial of service attack emanates simultaneously from hundreds to 
thousands of computers. A DDoS attack can be difficult to withstand because 
of the volume of incoming messages, as well as the large number of attacking 
systems.

• Equipment theft Here, computer or network equipment is stolen. Information 
contained in stolen equipment may be easy to extract unless it is encrypted.

• Disclosure of sensitive information Any sensitive information that is 
disclosed to any unauthorized party.

The examples here should give you an idea of the nature of a security incident. 
Other types of incidents may be considered security incidents in some organizations.

NOTE NOTE A vulnerability that is discovered in an organization is not an incident. 
However, the severity of the vulnerability may prompt a response that is 
similar to an actual incident. Vulnerabilities should be fixed as soon as possible 
to prevent future incidents.

Phases of Incident Response
An effective response to an incident is organized, documented, and rehearsed. The 
phases of a formal incident response plan are:

• Planning This step involves the development of written response procedures 
that are followed when an incident occurs.

• Detection This is the time when an organization is first aware that a security 
incident is taking place or has taken place. Because of the variety of events 
that characterize a security incident, an organization can become aware of 
an incident in several ways, including:

• Application or network malfunction

• Application or network slowdown

• Intrusion detection system alerts

• Logfile alerts

• Media outlets

• Notification from an employee or business partner

• Anonymous tips

• Initiation This is the phase where response to the incident begins. Typically, 
this will include notifications that are sent to response team members so that 
response operations may begin.

• Evaluation In this phase, response team members analyze available data in 
order to understand the cause, scope, and impact of the incident.
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• Eradication In this phase of incident response, responders are taking steps 

to remove the source of the incident. This could involve removal of malware, 
blocking incoming attack messages, or removal of an intruder.

• Recovery When the incident has been evaluated and eradicated, often there 
is a need to recover systems or components to their pre-incident state. This 
might include restoring data or configurations, or replacing damaged or stolen 
equipment.

• Remediation This activity involves any necessary changes that will reduce or 
eliminate the possibility of a similar incident to occur in the future. This may 
take the form of process or technology changes.

• Closure Closure occurs when eradication, recovery, and remediation are 
completed. Incident response operations are officially closed.

• Post-Incident Review Shortly after the incident closes, incident responders 
and other personnel meet to discuss the incident: its cause, impact, and 
the organization’s response. Discussion will range from lessons learned to 
possible improvements in technologies and processes to further improve 
defense and response.

Testing Incident Response
Incident response plans should not only be documented and reviewed—they need to 
be periodically tested. Incident response testing helps to improve the quality of those 
plans, which will help the organization to better respond when an incident occurs.

Similar to disaster recovery and business continuity planning, there are various 
types of tests that should be carried out:

• Document review In this review, individual subject matter experts (SMEs) 
carefully read incident response documentation to better understand the 
procedures and to identify any opportunities for improvement.

• Walkthrough This is similar to a document review, except that it is performed 
by a group of subject matter experts, who talk through the response plan. 
Discussing each step helps to stimulate new ideas, which could lead to further 
improvements in the plan.

• Simulation Here, a facilitator describes a realistic security incident scenario 
and participants discuss how they will actually respond. A simulation usually 
takes half a day or longer. It is suggested that the scenario be “scripted” with new 
information and updates introduced throughout the scenario. A simulation 
can be limited to just the technology aspects of a security incident, or it 
can involve corporate communications, public relations, legal, and other 
externally facing parts of the organization that may play a part in a security 
incident that is known to the public.

These tests should be performed once each year or even more often. In the walk-
through and simulation tests, someone should be appointed as note-taker so that any 
improvements will be recorded and the plan can be updated.
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If the incident response plan contains the names and contact information for re-

sponse personnel, the plan should be reviewed more frequently to ensure that all 
contact information is up-to-date.

Incident Prevention
With the right processes and controls, many incidents can be prevented from occurring 
in the first place. Incident prevention is primarily accomplished through knowledge of 
vulnerabilities and actions to remove them. With fewer vulnerabilities, some threats are 
reduced or neutralized altogether.

Important elements in the prevention of security incidents include:

• Vulnerability and threat monitoring This involves close monitoring of 
security advisories published by vendor and vendor-independent services 
such as US-CERT, Secunia, and Bugtraq. These advisories are publications 
of newly discovered flaws in computer hardware and software, as well as 
announcements of new threats that are seen in the wild.

• Patch management This is a systems management process that utilizes tools 
used to install security patches in operating systems, database management 
systems, applications, and network devices. Many threats are realized through 
published vulnerabilities. Sometimes hackers are able to fashion tools to 
exploit vulnerabilities within hours of publication. It is therefore important 
that an organization be prepared to quickly deploy some security patches 
when it is known that specific vulnerabilities are being exploited in the wild. 
Patch management is discussed in more detail in the section, “Logical Access 
Controls.”

• System hardening This is the technique of configuring a system so that 
only its essential services and features are active and all others are deactivated. 
This helps to reduce the “attack surface” of a system to only its essential 
components. On a hardened system, only the essential components need to 
be configured to resist attack; all other components are disabled and removed, 
resulting in less effort and fewer vulnerabilities. System hardening is discussed 
in more detail in the section, “Logical Access Controls.”

• Intrusion detection Software programs and hardware appliances known 
as intrusion detection systems (IDS) can give early warnings of network- or 
computer-based attacks. Intrusion prevention systems (IPS) go one step 
further by actively blocking activities that resemble attacks.

NOTE NOTE A relatively modest effort at incident prevention can help to stave off 
many otherwise-damaging security incidents.

Forensic Investigations
Forensic investigations are required when a security incident has occurred and it is nec-
essary to gather evidence to determine the facts of the evidence. Because the informa-
tion gathered in an investigation may later be used in a legal proceeding, the forensic 
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investigator must follow strict procedures when gathering, studying, and retaining in-
formation.

Chain of Custody
The key to an effective and successful forensic investigation is the establishment of 
a sound chain of custody. The major considerations that determine the effectiveness 
of a forensic investigation are:

• Identification A description of the evidence that was acquired, and the tools 
and techniques used to acquire it. Evidence may include digital information 
acquired from computers, network devices, and mobile devices, as well as 
interviews of involved persons.

• Preservation A description of the tools and techniques used to retain 
evidence. This will include detailed records that establish the chain of custody, 
which may be presented and tested in legal proceedings.

• Analysis A description of the examination of the evidence gathered, which 
may include a reconstruction of events that are a subject of the investigation.

• Presentation A formal document that describes the entire investigation, 
evidence gathered, tools used, and findings that express the examiner’s 
opinion of the events that occurred (or did not occur).

The entire chain of custody must be documented in precise detail and include how 
evidence was protected against tampering through every step of the investigation. Any 
“holes” in the information acquisition and analysis process will likely fail in legal pro-
ceedings, possibly resulting in the organization’s failure to convince judicial authorities 
that the event occurred as described.

Forensic Techniques and Considerations
Computer and network forensics requires several specialized techniques that ensure the 
integrity of the entire forensic investigation and a sound chain of evidence. Some of 
these techniques are:

• Data acquisition This is the process of acquiring data for forensic analysis. 
Subject data may reside on a computer hard drive, mobile device memory, 
or in an application’s audit log. Several tools are used for forensic data 
acquisition, including media copiers, which are tools that acquire a copy 
of a computer’s hard drive, USB memory stick, or removable media such as 
a floppy disk or CD/DVD-ROM. 

• Data extraction If data is being acquired from a running system or from a 
third party, a secure method must be used to acquire the data that demonstrates 
the integrity of the process. This must be done in a way that proves the source of 
the data and that it was not altered during the extraction process.

• Data protection Once data is acquired, the forensic investigator must take 
every step to ensure its integrity. Computers used for forensic analysis must 
be physically locked so that no other persons have access to them. They must 
not be connected to any network that would allow for the introduction of 
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malware or other agents that could alter acquired data and influence the 
investigation’s outcome.

• Analysis and transformation Often, tools are required to analyze acquired 
data and search for specific clues. Also, data must frequently be transformed 
from its native state into a state that is human- or tool-readable; in many 
cases, computers store information in a binary format that is not easily read 
and interpreted by humans. For example, the NTUSER.DAT file used in 
Windows is a binary representation of the HKEY_LOCAL_USER branch of 
the system’s registry. This file cannot be directly read, but requires tools to 
transform it into human-readable form.

Logical Access Controls
Logical access controls are used to control whether and how subjects (usually persons) 
are able to access objects (usually data). Logical access controls work in a number of 
different ways, primarily:

• Subject access Here, a logical access control uses some means to determine 
the identity of the subject that is requesting access. Once the subject’s identity 
is known, the access control performs a function to determine if the subject 
should be allowed to access the object. If the access is permitted, the subject 
is allowed to proceed; if the access is denied, the subject is not allowed to 
proceed. An example of this type of access control is an application that first 
authenticates a user by requiring a user ID and password before permitting the 
user to access the application.

• Service access Here, a logical access control is used to control the types 
of messages that are allowed to pass through a control point. The logical 
access control is designed to permit or deny messages of specific types (and 
possibly it will also permit or deny based upon origin and destination) to 
pass. An example of this type of access control is a firewall or screening router 
that makes pass/block decisions based upon the type of traffic, origin, and 
destination.

An analogy of these two types of access is a symphony hall with a parking garage. 
The parking garage (the “service access”) permits cars, trucks, and motorcycles to enter, 
but denies oversized vehicles from entering. Upstairs at the symphony box office (the 
“subject access”), persons are admitted if they possess a photo identification that 
matches a list of prepaid attendees.

Access Control Concepts
In discussions about access control, security professionals often use terms that are not 
used in other IS disciplines. These terms are:

• Subject, object These are pronouns that refer to access control situations. 
A subject is usually a person, but it could also be a running program or a 
computer. In typical security parlance, a subject is someone (or something) 
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that wants to access something. An object (which could be a computer, 
application, database, file, record, or other resource) is the thing that the 
subject wants to access.

• Fail open, fail closed This refers to the behaviors of automatic access control 
systems when they experience a failure. For instance, if power is removed 
from a keycard building access control system, will all doors be locked or 
unlocked? The term fail closed means that all accesses will be denied if the 
access control system fails; the term fail open means that all accesses will be 
permitted upon failure. Generally, security professionals like access control 
systems to fail closed, because it is safer to admit no one than it is to admit 
everyone. But there will be exceptions now and then where fail open might be 
better; for example, building access control systems may need to fail open in 
some situations to facilitate emergency evacuation of personnel or entrance 
of emergency services personnel.

• Least privilege This is the concept where an individual user should have the 
lowest privilege possible that will still enable them to perform their tasks.

• Segregation of duties This is the concept that specifies that single 
individuals should not have combinations of privileges that would permit 
them to conduct high-value operations on their own. The classic example is 
a business accounting department where the functions of creating a payee, 
requesting a payment, approving a payment, and making a payment should 
rest with four separate individuals. This will prevent any one person from 
being able to easily embezzle funds from an organization. In the context 
of information technology, functions such as requesting user accounts and 
provisioning user accounts should reside with two different persons so that 
no single individual could create user accounts on his own.

• Split custody This is the concept of splitting knowledge of a specific object 
or task between two persons. One example is splitting the password for an 
important encryption key between two parties: one has the first half and the 
other has the second half. Similarly, the combination to a bank vault can be 
split so that two persons have the first half of the combination while two 
others have the second half.

Access Control Models
Several access control models have been developed since the 1970s. These models are 
simple mechanisms that are used to understand and build access control systems. The 
early models include Biba, Bell-La Padula, Clark-Wilson, Lattice, Brewer and Nash, Take-
Grant, and Non-Interference. The models that are of interest to the IS auditor include:

• Mandatory Access Control (MAC)  This access model is used to control 
access to objects (files, directories, databases, systems, networks, and so on) 
by subjects (persons, programs, etc.). When a subject attempts to access an 
object, the operating system examines the access properties of the subject and 
object to determine if the access should be allowed. The operating system then 
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permits or denies the requested access. Access is administered centrally, and 
users cannot override it.

• Discretionary Access Control (DAC)  In this access model, the owner of an 
object is able to determine how and by whom the object may be accessed. The 
discretion of the owner determines which subjects will be permitted access.

NOTE NOTE The MAC and DAC models each have their advantages and 
disadvantages. While DAC permits flexibility by permitting an owner to set 
access rights, abuse or errors could lead to exposure of sensitive information. 
MAC’s centralized administration and inflexibility is also its strength: Users 
cannot override MAC settings and potentially expose sensitive information 
to others.

Threats
Because access controls are often the only means of protection between protected assets 
and users, access controls are often attacked. Indeed, the majority of attacks against 
computers and networks containing valuable assets are attacks against access controls 
in attempts to trick, defeat, or bypass them. Threats represent the intent and ability to 
do harm to an asset. 

Threats against access controls include:

• Malware This includes viruses, worms, Trojan horses, root kits, and spyware. 
Malware is malicious code that is used to perform unauthorized actions on 
target systems. It is often successful because of known vulnerabilities that can 
be exploited. Vulnerabilities are discussed in more detail in the next section.

• Eavesdropping Here, attackers will install network- or system-based 
sniffing tools to listen to network communications in order to intercept key 
transmissions such as user IDs and passwords used to access sensitive or 
valuable information. Usually, attackers will need to use some means such 
as malware or social engineering to install sniffing tools on a target system. 
In some instances, however, attackers will have access to the physical network 
and can directly connect sniffing tools to the network cabling.

• Logic bombs and back doors Computer instructions inserted by 
programmers or others in the software development process can result in 
an application that contains unauthorized code. A logic bomb is a set of 
instructions that is designed to perform some damaging action when a 
specific event occurs; a popular example is a time bomb that alters or destroys 
data on a specified date in the future. Some programmers install time bombs 
in code that they manage and periodically advance the date in the time 
bomb. If the programmer is fired from his job, the time bomb will activate 
after his termination, and the programmer will have gotten his revenge on 
his former employer. A back door is a section of code that permits someone to 
bypass access controls and access data or functions. Back doors are commonly 
placed in programs during development but removed before programming is 
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complete. Sometimes, however, back doors are deliberately planted so that the 
developer (or someone else) can access data and functions.

• Scanning attacks Here, an attacker performs active or passive scanning in 
an attempt to discover weak access controls. For example, an attacker can 
use a port scanning tool to discover open and possibly vulnerable ports on 
target systems. Or, an attacker can listen to Wi-Fi network traffic to look for 
vulnerable wireless access points in an activity known as war driving.

NOTE NOTE The potency and frequency of threats on a system is directly 
proportional to the perceived value of assets that the system contains 
or protects.

Vulnerabilities
Vulnerabilities are the weaknesses that may be present in a system that allow a threat to 
be more easily carried out. 

Vulnerabilities by themselves do not bring about actual harm. Instead, threats and 
vulnerabilities work together. Most often, a threat exploits a vulnerability because it is 
easier to attack a system at its weakest point. Common vulnerabilities include:

• Unpatched systems Security patches are designed to remove specific 
vulnerabilities. A system that is not patched still has vulnerabilities, many 
of which are easily exploited. Attackers can easily enter and take over systems 
that lack important security patches.

• Default system settings Default settings often include unnecessary services 
that increase the chances that an attacker can find a way to break in to a 
system. The practice of system hardening is used to remove all unnecessary 
services and to make security configuration changes on a system to make 
it as secure as possible.

• Default passwords Some systems are shipped with default administrative 
passwords that make it easy for a new customer to configure the system. One 
problem with this arrangement is that many organizations fail to change 
these passwords. Hackers have access to extensive lists of default passwords 
for practically every kind of computer and device that can be connected to a 
network.

• Incorrect permissions settings If the permissions that are set up for files, 
directories, databases, application servers, or software programs are incorrectly 
set, this could permit access—and even modification or damage—by persons 
who should not have access.

• Application logic Software applications—especially those that are accessible 
via the Internet—that contain inadequate session management and input 
testing controls can potentially permit an intruder to take over a system and 
steal or damage information.
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Access Points and Methods of Entry
Computing and network resources must be accessed in order to provide value. The 
majority of information-based resources are accessed via TCP/IP networks; some re-
sources are accessed using other technologies, such as direct hardwired connections (as 
in the case of some mainframe computers) and non-TCP/IP network technologies. 
Then there are desktop computers that sometimes themselves contain information and 
resources.

Modern LAN environments are protected from outside threats with firewalls. Many 
larger organizations also employ internal firewalls that create separate zones of trust 
within the organization. But generally speaking, LANs are a lot like highway systems 
within individual countries: Once you pass a border checkpoint and show a passport or 
other credential, you can roam freely inside that country unhindered.

Points of Entry 
The main point of entry in most organizations is the internal corporate LAN. A user 
who can connect to the corporate LAN is able to logically reach virtually every comput-
ing resource in the organization—subject to the access controls associated with each 
resource. This makes the notion of protecting corporate accesses by controlling access 
to the LAN an important topic.

The ease of connectivity to the corporate LAN highlights a number of important 
security issues. Probably the biggest issue is the ability for non-organization-owned 
computers to connect to the network and access network-based resources. By permit-
ting non-organization-owned systems to connect to the network, the organization is 
essentially giving up control of the network. By letting any computer or device connect 
to the network, this creates risks, including:

Familiarity with Technology Is Key to IS Audit
The IS auditor needs to be highly familiar with information technologies to be 
effective. Without in-depth knowledge of security threats and vulnerabilities, the 
IS auditor will not be able to detect any unsafe practices in a technology environ-
ment. Furthermore, without a depth of understanding, IS auditors will not be 
able to ask probing questions in walkthroughs or be able to correctly interpret 
evidence.

The IS auditor must understand information technology in general, but she 
must also understand the technology architecture in the specific environment 
that she is examining. In an environment that has the appearance of being highly 
secure, a configuration error in a single device can betray that security like a trai-
tor. Only an IS auditor with a thorough understanding of information technology 
would have a chance to detect such a weakness.

ch06.indd   340 9/15/2009   12:58:48 PM



Chapter 6: Information Asset Protection

341
• Exposure to malware Any computer that is not actively managed by 

centralized antivirus software could be carrying malware that would attempt 
to propagate itself inside the corporate network. Indeed, worms such as 
Nimda and Code Red were able to spread in just this way. Laptops that 
were the personal property of employees would become infected on home 
networks and then spread the infection inside the corporate LAN in “typhoid 
Mary” style. Many instances of malware being imported on vendor-owned 
computers (for “demo” purposes) are also known.

• Eavesdropping While the IT department can exert some level of control 
over desktop and server computing by prohibiting (and even preventing) the 
installation of network sniffing programs, IT cannot easily control whether 
non-organization-owned computers have network sniffing programs (or 
malware that does the same thing!).

• Open access A corporate LAN that permits any device to connect will permit 
a wireless access point to connect to the network. This, in turn, may permit 
anyone with a Wi-Fi client to connect to the network. Permitting any type 
of device to connect could also permit the use of dial-in modems (although 
these would be a bit more difficult to set up, since analog phone lines would 
also be needed).

Technologies are now available that are used to control the systems that are permit-
ted to connect to the corporate LAN. The 802.1X network access control protocol is 
used to control whether a system is permitted to connect to corporate network resourc-
es. 802.1X uses an authentication mechanism to determine if each new device is per-
mitted to connect. If the device lacks the necessary credentials, it cannot connect.

This is not the same as whether the device is able to physically connect. Rather, 
network switches play a role in 802.1X; if a device is not permitted onto the network, 
the workgroup switch will not route any packets from the denied workstation into the 
LAN. The workstation remains logically disconnected.

Remote Access
Remote access is defined as the means of providing remote connectivity to a corporate 
LAN through a data link. Remote access is provided by most organizations so that em-
ployees who are temporarily or permanently off-site can access LAN-based resources 
from their remote location.

Remote access was initially provided using dial-up modems that included authen-
tication. While remote dial-up is still provided in some instances, most remote access 
is provided over the Internet itself, and typically uses an encrypted tunnel known as a 
virtual private network (VPN) to protect transmissions from any eavesdroppers. VPNs 
are so prevalent in remote access technology that the terms VPN and remote access have 
become synonymous. Remote access architectures are depicted in Figure 6-1.
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The two security controls that are essential for remote access are:

• Authentication It is necessary to know who is requesting access to the 
corporate LAN. Authentication may consist of the same user ID and password 
that personnel use when on-site, or they may be required to provide additional 
credentials, such as a group or site password, token, or biometric.

• Encryption Many on-site network applications do not encrypt sensitive 
traffic because it is all contained within the physically and logically protected 
corporate LAN. However, since remote access gives the same function as 
being on the corporate LAN, and because the applications themselves usually 
do not provide encryption, the remote access service itself usually provides 
encryption.  Encryption may use SSL, IPsec, L2TP, or PPTP.

These controls are needed because they are a substitute (or compensating control) for 
the physical access controls that are usually present that control which personnel may 
enter the building to use the on-site corporate LAN. When personnel are on-site, their 
identity is confirmed through keycard or other physical access controls. When person-
nel are off-site using remote access, since the organization cannot see the person on 
the far end of the remote access connection, the authentication that is used is the next 
best thing.

Figure 6-1 Remote access architectures
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Identification, Authentication, and Authorization
To control access, computing resources are protected by mechanisms that ensure that 
only authorized subjects are permitted to access protected information. Generally, these 
mechanisms first identify who (or what) wants to access the resource, and then they 
will determine if the subject is permitted to access the resource and either grant or deny 
the access.

This section discusses the matter of identifying the subject. Several terms are used to 
describe various activities, including identification, authentication, and authorization, 
and are explained here.

Identification
Identification is the act of asserting an identity without providing any proof of it. This 
is analogous to one person walking up to another and saying, “Hello, my name is ___
___.” Because it requires no proof, identification is not usually used to protect high-
value assets or functions.

Identification is often used by web sites to remember someone’s profile or prefer-
ences. For example, a nationwide bank’s web application may use a cookie to store the 
city in which the customer lives. When the customer returns to the web site, the applica-
tion will display some photo or news that is related to the customer’s location. But 
when the customer is ready to perform online banking, this simple identification is 
insufficient to prove the customer’s actual identity.

Identification is just the first step in the process of gaining entry to a system or applica-
tion. The next steps are authentication and authorization, which are discussed next.

Authentication
Authentication is similar to identification, where a subject asserts an identity. In identi-
fication, no proof of identity is requested or provided, but with authentication, some 
form of proof of the subject’s identity is required. That proof is usually provided in the 
form of a secret password or some means of higher sophistication and security, such as 
a token, biometric, smart card, or digital certificate. Each of these is discussed later in 
this section.

Authorization
After a subject has been authenticated, the next step is authorization. This is the process 
by which the system determines whether the subject should be permitted to access the 
requested resource. To determine if the subject is permitted to access the resource, the 
system will perform some type of a lookup or other business rule. For instance, an access 
control table associated with the requested resource may have a list of users who are 
permitted to access it. The system will read through this table to see whether the subject’s 
identity appears in the table. If so (and if the type of requested access matches the type 
permitted in the table), the system will permit the subject to access the resource. If the 
user’s identity does not appear in the table, the subject will be denied access.

The preceding example is simplistic, but is often the means used to determine if 
a user is authorized to access something. Typically, permissions are centrally stored 
by the operating system and administered by system administrators, although some 

ch06.indd   343 9/15/2009   12:58:49 PM



CISA Certified Information Systems Auditor All-in-One Exam Guide

344
environments permit the owners of resources to administer user access. See the sec-
tions on Mandatory Access Control (MAC) and Discretionary Access Control (DAC) 
earlier in this chapter.

NOTE NOTE The terms identification, authentication, and authorization are often 
misused by IT professionals, who may not realize the differences between 
them. Security professionals and IS auditors need to understand the 
differences.

User IDs and Passwords
User IDs and passwords are the most common means for users to authenticate them-
selves to a resource, whether it is a network, server, or application.

User IDs In most environments, a user’s user ID will not be a secret; in fact, user IDs 
may be a derivation of the user’s name or their identification number. Some of the 
common forms of a user’s user ID are:

• First initial and last name For example, the user ID for John Toman would 
be jtoman. Some systems may have a limitation on the permitted length of a 
user ID—for instance, eight characters. If two users’ user IDs would be the same 
(John Brown and James Brown, for example), the IT department could assign 
“jobrown” and “jabrown,” or “jbrown” and “jbrown2.”

• First and middle initials and last name Similar to first initial and last 
name, but with fewer chances for “collisions” (two persons who would have 
the same user ID). User Howard W. Chang would have a user ID “hwchang.”

• First and last name together Systems that permit longer user IDs with 
special characters such as “.” can adopt the common first.last form. User 
Rajendra Patel would have the user ID “rajendra.patel.”

• Employee ID number Some organizations assign unique identifying 
numbers to its employees, and these can be used as user IDs if those numbers 
are not kept secret. One advantage of using an ID number is that the user’s 
name becomes a characteristic of the user ID and not the user ID itself; 
in many cultures, a woman’s name changes when she marries, but in an 
organization that uses ID numbers, the user ID need not change (or reflect 
a name she no longer has).

NOTE NOTE Confidential numbers such as social insurance (Social Security in the 
United States) or driver’s license numbers should not be used as user IDs, as 
these identifying numbers are generally meant to be kept confidential.

Passwords Whereas a user ID is not necessarily kept confidential, a password al-
ways is kept confidential. A password, also known as a pass phrase, is a secret combina-
tion of letters, numbers, and other symbols that is known only to the user who uses it. 
End users are typically advised the following about passwords:
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• Selecting a password Users should select a password that is easy for them 

to remember but difficult for others to guess. Passwords should not contain 
common words or words that are the names of their family members or 
pets, nor should they contain numeric combinations representing birthdays 
or wedding anniversaries. Many environments require passwords of a 
minimum length (typically eight characters), and they require that passwords 
contain some combination of lowercase letters, uppercase letters, numbers, 
and symbols. Many environments also require that passwords be changed 
periodically, typically every 90 days. They also forbid the use of recently used 
passwords, which lowers the risk of someone else using a previous password.

• Sharing passwords Users should be told that they should never share any 
password with any other person, for any reason! User accounts must be used 
only by the person to whom they are assigned and by no one else in any 
situation. In many organizations, sharing passwords can result in termination 
of employment.

• Transmitting passwords Passwords should never be sent in an e-mail 
message. An eavesdropper or any person who intercepts the message would 
then know the password and may be able to use it, compromising the integrity 
of the user account and possibly of some sensitive business information as well.

• Writing down passwords In environments with many applications, there 
can be many passwords to remember. Users will be tempted to write them 
down or save them in a spreadsheet or text file on their workstation. It would 
be acceptable for users to write down their passwords, provided they keep the 
paper with those passwords locked away or on their person always. 

• Electronic password vaulting With so many complex passwords to remember, 
users could store their passwords in an electronic password vault; a number of 
good ones are available, including Password Safe and KeePass. 

NOTE NOTE Users should be advised to not store their passwords in any online 
password archival service.

• Managing passwords in multiple environments Users are urged to not use 
the same password for every application. If anyone should discover or learn 
their password in one environment, they could try that same password in 
other applications and possibly be able to log in. Difficult as it is, users should 
use unique passwords in each environment.

User Account Provisioning When a user is issued a new computer or network 
user account, somehow they need to know the password. Generating and transmitting 
an initial password to a user can be tricky (because passwords should never be sent in 
an e-mail message). A sound practice for initial user account provisioning would in-
volve the use of a limited-time, one-time password that would be securely given to the 
user; upon first use, the system would require that the user change the password to a 
value that no one else would know.
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Several factors influence how passwords are initially determined, including:

• User locations If a user is located near the administrators who provision 
user accounts, one of the administrators can personally deliver the new 
password to the user. If the administrator and the user are not near each 
other, the administrator can give the password to the user by phone. In no 
circumstance should the password be sent via e-mail.

• System limitations Some environments do not support initial-use 
passwords that expire in a short amount of time.

• Data sensitivity The value of the data protected by access controls 
(including user accounts and their initial passwords) should be a factor in 
determining how user accounts are provisioned. If the data or asset being 
protected is of high value, more elaborate means (such as what is discussed 
in this section) may be needed. But if the asset value is low, then the rules for 
initial account provisioning may be more relaxed.

NOTE NOTE Ideally, a user will be able to change their password as soon as 
they have their new user account; but some systems don’t even permit this. 
Security analysts or IS auditors who are examining an environment’s user 
account provisioning procedures should understand the environment’s 
capabilities as well as the risks and value of the assets being protected. Any 
recommendations should reflect system capabilities and asset value.

Risks with User IDs and Passwords Password-based authentication is among 
the oldest in use in information systems. While still quite popular, a number of risks are 
associated with password authentication. The risks are all associated with the different 
ways in which passwords can be discovered and reused by others. Some of these risks are:

• Eavesdropping Due to system limitations, some user account passwords 
are transmitted “in the clear” over networks, which permits anyone who is 
eavesdropping to intercept and reuse the password later on.

• Finding a password written down If a user neglects to protect the paper that 
contains written passwords, they may be discovered by a colleague or another 
person, who could use them or pass them on to another person for their use.

• Finding a stored password If an intruder (or even a trusted colleague) 
examines the hard drive of a user’s workstation, a file containing stored user 
IDs and passwords could be discovered.

All of these risks follow the same theme: User IDs and passwords are static and, if 
discovered, can be used by others. It is for this reason that other, more secure, means for 
authentication have been developed. The techniques include biometrics, tokens, smart 
cards, and certificates.

Two-Factor Authentication
Two-factor authentication is so-called because it relies not only on “something you 
know” (namely, a user ID and password), but also upon “something you have.” Two-
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factor authentication requires not only a user ID and password, but also that the user 
have something in their possession that is somehow used to form a part of the authen-
tication. Several technologies are used for two-factor authentication, including:

• Tokens Tokens are small electronic devices that come in two forms. One 
form has a small display that shows a string of characters. The characters 
displayed are typed in during logon, and if the characters are correct, the user 
will be able to log in to the system or network. The advantage of these tokens 
is that the displayed value will change frequently, making a “replay attack” 
almost impossible to conduct. The other type of token authentication is the 
use of a small USB key that contains information that is associated with the 
authentication. This information could be a digital certificate or other value.

• Smart cards A smart card is a small, credit card–sized device that contains 
electronic memory and is accessed with a smart card reader. Many laptop 
computers are equipped with smart card readers for this purpose. A smart 
card might contain a digital certificate or other identifying information that 
is difficult or impossible to reproduce.

• Digital certificates A digital certificate is an electronic document that uses 
a digital signature to bind a public encryption key with a user’s identity. The 
system containing the digital certificate can be hardened so that the document 
cannot be cloned or moved to another computer. Typically, a digital certificate 
will reside within the workstation’s hardware or in a special computer chip, or 
it may be stored in a USB token.

Users of two-factor authentication systems need to be trained on their proper use. 
They need to be told not to store their token or smart card with their computer; other-
wise, if the computer is stolen, the device will be stolen with it, entirely negating the 
added security of the device.

Biometrics
Biometrics refers to a number of different authentication technologies with a common 
theme: All use some way of measuring a unique physical characteristic of the person 
who is authenticating. Some of the technologies in use are:

• Fingerprint This is one of the most common forms of biometrics, primarily 
because fingerprint readers are compact and easy to manufacture, fingerprints 
don’t change much over time, and people are generally unafraid to scan their 
fingers. Many notebook computers have fingerprint scanners built-in, as do 
some computer mice. A USB fingerprint reader is shown in Figure 6-2.

• Hand print A hand print scanner is designed to measure the geometry of 
a person’s hand. Since the readers are much larger than fingerprint readers, 
hand print scanners are generally limited to physical access settings where a 
user is required to enter a PIN and scan their hand in order to gain access to 
a controlled area. A handprint scanner is shown in Figure 6-3.

• Palm vein Similar to hand scanning, the pattern of veins in a person’s palm 
can be used as a reliable biometric. Palm vein readers resemble a computer 
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mouse; a user places their hand a few inches above the reader so that it may 
read the palm vein patterns.

• Voice recognition Voice recognition is designed to recognize the specific 
patterns in the sound of spoken words. One advantage of voice recognition 
is that it usually does not require additional computer hardware, since most 
workstations have microphones built in to them. Some disadvantages of voice 
recognition include voice changes during head and chest colds or when angry, 
sad, or nervous.

• Iris scan The human iris (the muscle surrounding the pupil of the eye) 
is similar to the human fingerprint in that they are unique among the 
population. A biometric iris scanner takes a high-resolution image of the 
human iris. This is similar to retina scanners, which required the subject to 
place their eye very close to a camera lens, something that many persons 
found discomforting.

• Facial scan Facial scanning involves fine measurements of the angular 
dimensions of the human face. This means that computer imaging software 
will measure the relative distances between key features on a human face. 
Facial scanning, like voice recognition, can utilize built-in computer hardware 
(in this case a camera) and requires only additional software. Some models of 
laptop computers utilize facial recognition for user authentication.

• Handwriting Two main forms of handwriting recognition are available—
both involve the use of a subject signing his or her name. One technology 
measures the dynamics of the signature as it is written on the signing surface. 
The other technology measures the acceleration of the pen or stylus while the 
subject signs their name.

Figure 6-2 
USB-connected 
fingerprint reader

ch06.indd   348 9/15/2009   12:58:50 PM



Chapter 6: Information Asset Protection

349

Biometric technologies share a number of common operational challenges and 
traits that are discussed here.

Biometric Registration Each type of biometrics requires some kind of an initial 
registration. Some biometric systems permit a user to self-register on their own work-
station, while others require attended registration. Registration usually involves the 
biometric system taking several initial measurements so that it can develop an “aver-
age” reading for the subject.

Biometric Measurement Variances Biometric measurements are not exact; 
instead, there will be small differences in the biometric being measured from one au-
thentication to the next. Some of these differences are due to the gradual changes that 
a human body undergoes over time. The biometric system will need to incorporate 
these newer measurements into a user’s baseline so that they will continue to authenti-
cate properly.

Several key measurements in biometric systems are usually adjustable. These mea-
surements are:

• False reject rate This is the rate at which valid subjects are rejected. This 
occurs when the biometric system has too small a margin of error.

• False accept rate This is the rate at which invalid subjects are accepted as 
valid. This occurs when the biometric system has too large a margin of error.

• Crossover error rate This is the point at which the false reject rate (FRR) 
equals the false accept rate (FAR). This is the ideal point for a well-tuned 
biometric system.

Figure 6-3 
Biometric hand 
scanner (Image 
courtesy of Ingarsoll 
Rand Security 
Technologies)
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Biometric Usability Issues A number of issues will arise in an organization 
where some employees will be reluctant to use a biometric system. These issues in-
clude:

• Sanitary For biometrics such as door entry systems, many persons will be 
touching the biometric system in the course of a day. Some employees will 
cite health-related objections to the use of biometrics on account of spreading 
germs and viruses.

• Privacy Some employees feel that scanning their fingerprints or irises 
constitutes an invasion of their privacy. What they need to know is that a 
fingerprint scanner (for instance) does not record the user’s actual fingerprint, 
but instead a computed “hash” of the intersections in the lines in their 
fingerprint. Few, if any, biometric systems store actual fingerprints.

NOTE NOTE Because biometrics involves the measurement of a subject’s physical 
characteristics, a number of employees are bound to object to its use—
sometimes based on valid concerns and sometimes not.

Reduced Sign-On
Reduced sign-on refers to an environment where a centralized directory service such as 
LDAP (Lightweight Directory Access Protocol), RADIUS (Remote Access Dial-in User 
Service), or Microsoft Active Directory is used by several applications for authentica-
tion. The term reduced sign-on comes from the result of changing each application’s 
authentication from stand-alone to centralized, and the resulting reduction in the num-
ber of user ID-password pairs that each user is required to remember.

NOTE NOTE The terms reduced sign-on and single sign-on are often interchanged. 
Many times, a reduced sign-on environment is labeled as single sign-on. They 
are not the same.

Single Sign-On
Single sign-on refers to an interconnected environment where applications are logically 
connected to a centralized authentication server that is aware of the logged in/out status 
of each user. At the start of the workday, when a user logs into an application, she will 
be prompted for her user ID and password. When she logs into another application, the 
application will consult the central authentication server to see if the user is logged in 
and, if so, the second application will not request the user’s user ID and password. The 
term single sign-on refers to the fact that a user needs to sign on only one time, even in 
a multiple-application environment.

Single sign-on is more complex than reduced sign-on. In a single sign-on environ-
ment, each participating application must be able to communicate with a centralized 
authentication controller and act accordingly by requiring a new user to log in, or not.
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Access Control Lists
Access control lists (ACLs) are a common means to administer access controls. ACLs are 
used by many operating systems and other devices such as routers as a simple means to 
control access of some kind.

On many devices and systems, the list of packet-filtering rules (which give a router 
some of the characteristics of a firewall) are known as an ACL. In the Unix operating 
system, ACLs can control which users are permitted to access the FTP service and which 
users are permitted to access files and directories. ACLs in these and other contexts are 
usually simple text files that can be edited with a text editor.

Protecting Stored Information 
Information systems store information primarily in the form of databases and flat files. 
Operating systems and database management systems usually provide minimum pro-
tection of databases and files by default; organizations need to determine the correct 
level of protection that is pursuant to the value and sensitivity of information. The con-
trols that may need to be enacted are discussed in this section.

Access Controls
Access controls are the primary means used to protect stored information from unau-
thorized accesses and unauthorized users.

Operating systems access control settings (often in the form of ACLs) are used to 
determine which user IDs are permitted to access flat files (as well as the directories 
containing them). Following the principle of least privilege, all flat files containing sensi-
tive information should have access restricted to only those users and processes that 
must be able to access them. No user or process that doesn’t have a need to access spe-
cific files should be able to do so.

Access Logging
Operating systems and database management systems should be configured so that all 
access to files and directories is logged. This practice promotes accountability and pro-
vides a trail of evidence in the event that a forensic investigation should be conducted 
in the future.

Access logs themselves must be highly protected—ideally, they should be stored in 
a different storage system than the data whose access they are logging. Access logs 
should not be alterable, even by database administrators and system administrators, so 
that no one will be able to “erase their tracks” should they decide to tamper with sensi-
tive information and then attempt to hide the evidence afterward.

Access logging is only effective if someone actually examines the logs. Because this 
can be a time-consuming activity, many organizations utilize alert-generating tools that 
send e-mail or pager alerts to key personnel when certain audit log entries (such as 
unauthorized access attempts) appear. These alerts permit personnel to act upon anom-
alous events when they occur.
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Backup and Media Storage
Data stored on information systems can be lost or damaged. Some of the ways in which 
this can occur include:

• Hardware failure Many of the components in a storage system—particularly 
hard disks—are subject to failures, however rare they might be nowadays. 
These failures can result in data being irretrievable.

• Administrator error A system or database administrator can accidentally 
erase or alter information in a way that is not easily undone.

• Software bug An erroneous section of code in application software can 
inadvertently wipe out data in a database or in flat files. This can occur with 
an organization’s own programs, or with programs that are supplied by a 
software vendor.

All of these possibilities should be reason enough for an IT operation to back up all 
important data. Backing up data means making copies of it on other media in case the 
original media (or the system that it is stored on) fails. Then, after the original system 
is repaired, data can be copied from the backup media and processing resumed.

Backup Tools Organizations often use backup tools that help the backup process 
be as efficient as possible. Some backup tools automatically manage backup media 
volumes and make data restoration easier than if it had to be done manually.

Protection of Backup Data Because backup media is often transported from 
place to place, there are opportunities for media to be misplaced or lost in transit. For 
this reason, data on backup media should be encrypted so that any third party who 
happens to find a backup media volume will not be able to retrieve any data from it. 
When backup media is encrypted, a lost tape means only the loss of an inexpensive as-
set and not a potential compromise of sensitive information.

Offsite Backup Media Storage In order to protect data from disasters, backup 
media should be stored at a location away from the original data. For example, if data 
from a server was backed up onto tape and the backup tapes stored near the server, both 
servers and backup media could be destroyed. If backup media were stored in another 
location, however, then only the original server would be destroyed.

Selecting an off-site media storage facility requires the organization to weigh sev-
eral factors, including distance from the original data (too close means it may be de-
stroyed in a regional disaster; too far away means it may take too long to obtain it when 
needed), security of the storage facility, security of the transportation of media back and 
forth between the original location and the off-site storage facility, and recordkeeping 
available so that it can be easily determined which media volumes are at the off-site 
facility at any given time. Security of the off-site storage facility should be at least as 
good as the security in the original location so that the protected information is not 
more vulnerable at the off-site facility.
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Restoration Testing The organization should occasionally test backup media 
and data restoration software to make sure that data is actually being backed up onto 
the backup media and that it can be retrieved. I personally know of at least one organi-
zation that believed it was backing up its databases every day until it needed to restore 
one, only to find out that nothing was ever being written to the backup media. Clearly 
the organization was not testing its backup system. Restoration tests should be sched-
uled and their results recorded.

Media Inventory A periodic inventory of all backup media, including media at 
the off-site location, should be performed. This will ensure that all media volumes are 
being handled properly and that none have been lost or misplaced. The results of each 
inventory should be recorded and any anomalies corrected.

Patch Management
Patch management is an IT operational process whereby security and functionality 
patches are obtained, tested, and installed on servers and other systems. The purpose 
of patch management is to keep systems running on currently supported vendor soft-
ware and to ensure that all known security vulnerabilities are closed.

Patch management is typically managed with tools that are able to quickly assess 
the “patch level” of many servers and then used to install patches en masse.

There are different points of view with regard to patches. Should all patches be in-
stalled, or just some patches? There are pros and cons to each approach. If all security 
patches are installed, then certainly all known vulnerabilities will be closed. However, 
some security patches may be unnecessary because specific components that are patched 
might not be used. If an organization chooses to install only the most important patches, 
a security analyst will need to perform a risk analysis each time a security patch is 
released so that a formal determination of need can be established. And even if an 
organization does install all available security patches, a risk analysis can help to deter-
mine how quickly each patch needs to be installed.

The argument against installing patches is that each patch can add a tiny increment 
to the instability of the system. While the base operating system undergoes exhaustive 
testing, there is far less testing performed on security patches before they are released. 
This is evidenced by the occasional security patch that breaks some other functional-
ity—this does not happen often, but it does happen sometimes. This is another reason 
why organizations should first test patches (security and other) on test environments 
prior to installing them on production systems. Otherwise, there is a small chance that 
a new patch will cause unexpected problems.

Vulnerability Management
The purpose of vulnerability management is to identify and manage vulnerabilities in 
IT applications and infrastructure. Vulnerabilities can result from errors in configura-
tion, flaws in overall architecture, or from newly discovered weaknesses reported by 
security researchers.
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Vulnerability management requires a number of distinct but connected activities, 

which are:

• Subscribing to security alerts Most manufacturers of computer hardware 
and software have a service whereby its customers can be made aware of new 
vulnerabilities, weaknesses, threats, and remedies for these. Often, the fixes 
for vulnerabilities, weaknesses, and threats are security patches or bulletins that 
advise changes in configuration. There are also some high-quality, non-vendor-
related sources for security alerts, including Secunia, Bugtraq, and US-CERT.

• Vulnerability scanning This involves the use of tools that scan or examine 
computers, network devices, or application programs with the purpose 
of finding any vulnerabilities. Organizations that have any computers or 
applications accessed over the Internet (including simple web sites) should 
consider performing regular scans to make sure that those computers 
and applications are free of any high- or medium-risk vulnerabilities. An 
organization that does not remediate vulnerabilities faces the very real threat 
of the computer or application being attacked and compromised, which could 
lead to a loss of sensitive information. Many commercial and open-source 
tools are available to inspect computers and applications for vulnerabilities; 
the better tools also rank findings by level of risk and include instructions on 
how vulnerabilities can be fixed. Organizations also need to remember that 
scanning a system once and removing all vulnerabilities does not mean that 
there will never be new vulnerabilities in the future; this is because security 
researches regularly find new vulnerabilities in programs and systems. A 
system that is secure today will most certainly be less secure tomorrow.

• Patch management This is the process of responding to known 
vulnerabilities by installing security patches on target systems and devices. 
This process is described in detail in the preceding section.

• Corrective action process This is the process of recording vulnerabilities 
into an incident tracking process so that vulnerability remediation can 
be assigned to a person or team and be formally tracked. Corrective and 
preventive action processes are discussed early in this chapter.

System Hardening
System hardening is the process of changing the configuration of a system (which could 
be a server, subsystem, or network device) so that it is more resistant to malfunctions 
and attacks. The principles behind system hardening consist of the following:

Changing Systems from Multifunction to Single-function An individual 
server that performs many functions may require the presence of several services, soft-
ware modules, or applications to be running at once. Consolidation may reduce the 
number of servers and make an environment simpler, but it also increases risk. A vul-
nerability on a multifunction server places all services on the server at risk. 
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In an environment where each server performs a single function, a vulnerability in 

a function will place only that function at risk. Server virtualization makes it easy to 
separate functions into separate OS instances while permitting them to continue to run 
on one physical system.

Removal of Unnecessary Services Only the services and software features re-
quired to support a system’s purpose should be installed and running; all other services 
and features should be disabled and, if possible, removed altogether. Removing unnec-
essary services reduces the “vulnerability surface” on a system to only those services that 
are required. 

For example, the sendmail program should be disabled (prevented from running) 
or removed on Unix systems that do not need to send or receive e-mail. Sendmail is a 
large, complex program that is the subject of ongoing security research, and new vul-
nerabilities are discovered from time to time.

Limiting Functionality or Privilege of Necessary Services After all un-
necessary services have been removed from a server, only those that are required for the 
server’s function will remain. The functions that any necessary service is permitted to 
perform should be reduced to only those that are necessary. Accomplishing this will 
vary, but limiting functionality should follow the principle whereby any unneeded 
function should be disabled if the configuration will permit this. 

Each necessary service or program should be configured to run at the lowest possible 
privilege. In the past, it was common for all generic services (and even many applica-
tions) to run at “root,” “super-user,” or “administrator” level. Often this is unnecessary, 
and on systems where the privilege levels can be configured, each service should run at 
a lower service where possible. The advantage of this is that if a particular service is com-
promised through a vulnerability, the attacker’s ability to compromise the entire system 
may be limited to the ability afforded by the privilege level assigned to the service.

Changing Default Passwords One of the easiest ways for an intruder to attack a 
system is through known default passwords. Often, the manufacturers of systems and soft-
ware utilize a documented “default” password that makes it easy for a new user or cus-
tomer to begin using the system. But all too often these default credentials are never up-
dated, which results in systems that are vulnerable to attacks that are easy to carry out.

Before being connected to a network, every system should be changed so that all 
accounts have nondefault passwords.

Using Nonpredictable Passwords If an intruder is able to compromise a sys-
tem, he may (if he is able) attempt to retrieve the system’s encrypted user account pass-
words and crack them. If the intruder has been able to crack one system’s passwords, he 
may attempt to log in to neighboring systems (those in the same organization) using 
the same user IDs and passwords. If many or all systems use the same passwords, par-
ticularly for administrative accounts, the intruder may be able to easily compromise all 
other systems in the environment. Similarly, if the intruder is able to detect a pattern in 
the use of passwords, he may be able to compromise many systems.
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Removing Nonessential User IDs Exploiting access privileges is one of the 
easiest techniques available to system hackers for breaking in to a target system. Often, 
a system can be compromised by attacking nonessential user IDs, such as “guest” ac-
counts. Every user account that does not serve a specific purpose should be disabled or 
removed.

Some types of systems require the presence of special accounts, even though they 
may not be required for interactive login. System engineers should look for a way of 
preventing interactive logins for these types of accounts without crippling the services 
that use them.

NOTE NOTE The use of more advanced authentication technologies, such as two-
factor authentication or biometrics, may make it far more difficult for an 
intruder to successfully attack target systems through user ID and password 
guessing.

Reducing User Privileges The privileges required by each end user should be 
reduced to only those privileges necessary for each user to perform their tasks. Similar 
to the principle of reducing privilege levels for system services and applications, user 
privileges should be reduced so that the user is not permitted to perform any functions 
beyond what is required of them. This is similar to the principle of least privilege that is 
discussed earlier in this chapter.

Reduce or Eliminate Interserver Trust Some operating systems, such as 
Unix and Linux, can be configured to trust users on other systems. Some of these trust 
arrangements (such as rlogin) assume the integrity of other systems and are vulnerable 
to attack. For this reason, interserver trust should be used with care.

Single sign-on (SSO), when configured properly, is considered reliable and need 
not be eliminated based on the principle of removing interserver trust. However, even 
modern SSO and other authentication services must be designed and implemented 
securely to avoid misuse and attack.

NOTE NOTE System and device hardening has been a topic of discussion and 
innovation over the past three decades. Consequently, there are many good 
sources for hardening guidelines and instructions, including US-CERT, NIST, 
and SANS.

Managing User Access
Managing login credentials for end users (as well as for automated processes) requires 
that user accounts be managed in a highly consistent, organized manner. Because login 
credentials are often the only barrier between intruders and sensitive or valuable infor-
mation, the consequences of poor security access management can be devastating.
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The processes associated with user access are user access provisioning, user access 

termination, and user transfers. Each is discussed here.

User Access Provisioning
This is the process whereby user accounts are created for new employees or contractors. 
This activity should utilize a formal, documented access request and approval process 
that specifies who is authorized to request user accounts, who is authorized to approve 
access requests, and how (and which) activities are recorded.

Requests for administrative or privileged access may require additional approvals. 
The reason for this is that administrative and privileged accounts have higher risks as-
sociated with them (the potential for damage is directly proportional to the level of 
privilege).

User access provisioning occurs at the time of hire for new employees, but it also 
occurs when individual (or groups of) employees require additional access to applica-
tions or access to new applications. The process of vetting each account should address 
the following items:

• Is this person still actively employed and in good standing?

• Does this person require this access to perform their duties?

• Does the business owner of the system approve access?

A great deal of care is required in this process. The risk of errors can be devastating 
for an organization: The worst-case scenarios involve unauthorized insiders or outsid-
ers having access to highly sensitive or valuable information. The practical effects of an 
error in user access management can be as grave as a hacking incident where an at-
tacker is able to break in to a computer system to steal sensitive information.

The ChoicePoint Fraud Incident
In 2004, ChoicePoint suffered a major security breach where private information 
for more than 150,000 California residents was improperly accessed. This hap-
pened because ChoicePoint failed to properly vet a number of new business ac-
counts that were opened expressly for the purpose of illicitly accessing private 
information and conducting identity theft.

ChoicePoint is in the business of acting as a private intelligence service for 
government and industry. It collects and stores data from many public and pri-
vate sources, which is then used for personnel background checks and other pur-
poses. ChoicePoint sells this information to businesses and governments that 
open business accounts.

The ChoicePoint incident should be a major lesson for organizations that 
protect sensitive or valuable information: The process of vetting new access re-
quests cannot be taken lightly, for the consequences of getting it wrong can be 
devastating.
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Employee Termination
When a worker’s employment or contract ends, all logical and physical access privileges 
must be removed. In many situations, removing access within 24 hours is sufficient, 
but some situations warrant immediate removal. For example, if an employee is being 
terminated, the organization should arrange to have the employee’s access terminated 
at once so that the employee does not have any opportunity to take revenge against the 
employer. Also, if the employee has access to high-value information, access should be 
removed immediately in order to protect that information from misuse.

User accounts should be locked in a way that prevents any other employees from 
being able to use the account. For example, if user access administrators change the 
password to “LOCKED,” other employees who knew this could log in to the terminated 
employee’s account and perpetrate acts that could be blamed on this person. Instead, 
user accounts should be locked by methods that are sophisticated or effective enough 
to prevent anyone from using them for any purpose. Some environments have the abil-
ity to administratively lock a user account; others must be effectively locked by changing 
the password to prevent anyone from logging in.

As with user access provisioning, there must be detailed and accurate recordkeeping 
associated with terminated users. This includes information on who initiated the termi-
nation notification process, as well as the names of user access administrators who 
terminated each user access account, and the date and time when user access was termi-
nated.

Additional safeguards may be warranted, including:

• A review of the terminated employee’s action prior to termination The 
employer should presume that a terminated employee might have had some 
suspicion about being terminated. The employee may have stolen sensitive or 
valuable information, or may have sabotaged systems, devices, or application 
source code. A thorough review of the terminated employee’s activities for 
days or weeks prior to the incident may be needed to detect whether any 
inappropriate activities were performed.

• A review of the terminated employee’s actions after termination Access 
logs should be examined to make sure that there are no activities associated 
with the terminated employee’s user accounts after the time of termination. 
Such activities could be an indication that the terminated employee still has 
access to information, or that some other employee is attempting to perform 
unauthorized actions that could be blamed on someone else.

• Periodic access reviews Periodic access reviews should take place in all 
application and system environments to make sure that all users who have access 
still need it. These reviews should include a check to make sure that all terminated 
employee accounts were actually terminated properly and in a timely manner.

NOTE NOTE To the extent possible, a defense-in-depth method should be used 
when terminating employee access. For example, in the case of building access, 
the employer should collect the employee’s building access keycard and the 
keycard should be logically disabled so that it can no longer be used.
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Employee Transfers
Employees transfer from one position to another in many organizations. These trans-
fers may take place regularly or sparingly, depending on the type of organization.

Historically speaking, organizations are very practiced with provisioning new em-
ployees and transferring employees with new accesses that they require. Organizations 
are also fairly effective when handling employee terminations. However, transfers are 
far more difficult, because ideally an employee’s old access rights should be rescinded 
when their new accesses are provisioned. This often does not take place, however, for a 
number of reasons. First, employees transferring from one job to another often have 
lingering responsibilities in their old position, making immediate revocation disrup-
tive. Unless the user access management department has very good processes and re-
cordkeeping, they are likely to forget to revoke those old accesses later on.

In organizations that do not manage user access changes that are related to em-
ployee transfers, the result is a growing number of employees who have a growing list 
of access privileges. This phenomenon is sometimes known as accumulation of privileges 
(or privilege creep).

Password Management
The management of passwords is one of the responsibilities of the user account man-
agement function. There are several activities within user account management where 
passwords are managed or handled in some way. These activities include:

• New user account provisioning When users are issued new computer or 
network accounts, a means for transmitting the password to the user needs 
to be determined. The password should not be sent in e-mail, since anyone 
eavesdropping (or reading messages later) would be able to intercept and later 
reuse those passwords.

• Account lockout If a user tries several times to log in to their user account, 
their account may be administratively locked. The account may remain locked 
until one of the following events occurs:

• The user calls a service desk to identify themselves and get their password reset.

• A set period (usually 15 to 60 minutes) elapses.

• Forgotten passwords When users forget their passwords, they need to get 
their password reset somehow so that they can resume using their access 
account. Several methods are available for resetting passwords, including:

• Self-service with secret question: Users access a “forgotten password” screen 
where they are asked a secret question. If they can answer the question 
successfully, they are taken to a screen where they create a new password.

• Self-service with password or URL mailed to them: Users access a “forgotten 
password” screen where they cause a new password or one-time URL to be 
sent to their e-mail. If a password is sent via e-mail, the application should 
require the user to choose a new password on first login. If a URL is sent 
via e-mail, the URL will take the user to a screen where they are required to 
choose a new password. This method will not work if the user has forgotten 
their e-mail password.
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• Assisted password reset: Users call a service desk that uses a reliable means 

for identifying the user, usually by asking them for some information 
that other employees or persons would not know. When they have been 
successfully identified, the service desk provisions a new password and tells 
it to the user over the phone.

Systems and applications usually contain a number of automatic password controls 
that are related to the selection and use of passwords. The current practices for auto-
matic password controls include:

• Account lockout User accounts become automatically locked after a number 
of unsuccessful login attempts. This measure is used to prevent automated 
password attacks against a user account. The lockout threshold is usually 
from 4 to 10 unsuccessful attempts. If the user successfully logs in or a specific 
period elapses, the reset counter is usually reset.

• Password length User accounts are required to contain a minimum number 
of characters, usually seven or eight, but sometimes larger figures are used in 
highly sensitive environments. Many organizations have transitioned from 
using the word password to the term pass phrase to get users to begin thinking 
of passwords as a group of words instead of a single word. This encourages 
users to choose longer passwords, which are more difficult for intruders to 
attack.

• Password complexity Passwords are often required to contain more than 
one class of character, the classes being lowercase letters, uppercase letters, 
numbers, and symbols. Many systems require three or even all four types of 
characters in passwords.

• Password expiration Systems often require users to change their passwords 
periodically, as often as every 30 days to as seldom as every year. 

• Password reuse Systems can require that users be unable to choose a new 
password that is the same as the previous password, or even the same as the 
previous N passwords. This prevents users from switching back to the same 
familiar password.

• Password rechange Systems can require that users wait a minimum period 
(for instance, seven days) before they can rechange their password. This is 
designed to prevent users from quickly cycling back to their old familiar 
password. For example, if a system forbids the use of the last 10 passwords and 
at least seven days between password changes, it would take a user 70 days to 
get back to their same familiar password; these settings would discourage such 
a practice.

NOTE NOTE Password controls should be chosen based upon the settings of other 
controls, as well as on system limitations, service desk processes, and the value 
or sensitivity of the information being protected.
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Managing Tokens, Certificates, and Biometrics
Strong authentication controls that include tokens, certificates, and biometrics require 
support and management processes that will equip users with the knowledge and de-
vices they require and with support processes to help them in times of trouble. Areas 
where support processes require additional steps include these.

Provisioning Provisioning user accounts when strong authentication is used does 
require more effort. Whereas user ID-and-password accounts can often be provisioned 
remotely, strong authentication provisioning often requires in-person presence. For in-
stance, users need to be given a hardware token (although one could be shipped to the 
user); a digital certificate needs to be installed on the user’s computer (although this 
may be possible through a remote network connection); or a user must enroll their 
biometric, which may or may not be possible unless the user is on-site.

Training Users will often require training in the use of their strong authentication 
so that they will know how to use it properly. Without adequate or effective training, 
users will call the service desk more frequently, raising costs even higher (the cost of 
implementing strong authentication is many times that of ordinary user ID-and-pass-
word authentication).

Where hardware tokens (or USB tokens or smart cards) are used, users need to be 
trained to carry their hardware devices separate from the computers they use. They need to 
understand that if their computer and hardware authentication device are kept together 
and stolen, an intruder may have an easier time breaking into corporate databases.

Authentication Troubles Strong authentication is more complicated, and this 
can trip up some end users. While digital certificates are fairly hands-off (aside from 
forgetting the password), tokens and biometrics have their share of support issues. Bio-
metrics that are configured with too low a tolerance for error may lock out legitimate 
users (and, if configured with too high a tolerance, may admit outsiders), which could 
require that users re-register or their systems be looked at.

Token and smart card authentication methods use tiny electronic devices that can-
not be considered absolutely trouble-free. While highly reliable, a few things can go 
wrong that may require their replacement.

The IT service desk will need to develop workaround procedures when users are not 
able to log in using their strong authentication methods. Making a user wait until they can 
be re-registered for their biometrics, for instance, will be unacceptable in many instances.

Replacing Devices Like keycards and other small objects, in a large enough orga-
nization, lost tokens and smart cards will be a regular occurrence. Users will lose them, 
damage them (spilled coffee and so on), or leave them behind in a hotel room or their 
other suit jacket.

The IT service desk will need to develop procedures for emergency authentication 
while users are awaiting replacement devices. Making them wait for replacements (even 
when shipped overnight) will be unacceptable in many cases. Instead, information 
systems need to be able to fall back to user ID-and-password authentication for emer-
gencies.
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Protecting Mobile Devices
Mobile devices, including laptop computers, netbook computers, smart phones, and 
PDAs, are frequently used to store and transmit sensitive personal or company informa-
tion. Because mobile devices are in the hands of their users and because they are fre-
quently outside of the ring of protection provided by physical security controls, mobile 
devices usually require additional controls to safeguard the information that they store. 
These controls may include:

• Encryption Sensitive or valuable information stored on the device should be 
encrypted at all times.

• Strong access control Mobile devices should require a complex password or 
biometric to unlock the device.

• Remote destruct Mobile devices should be equipped with a “remote 
destruct” feature whereby the device can be commanded to erase its stored 
data if it has been stolen.

• Hardening Because they frequently communicate over the Internet without 
benefit of enterprise firewalls, mobile devices need to be hardened so that 
they can withstand attacks that firewalls would otherwise block.

• Logical locking system Mobile devices should automatically lock after a 
short period of inactivity. This would make it difficult for someone who finds 
or steals a mobile device from accessing data stored inside.

• Physical locking system Laptops and netbooks should be equipped with 
cable locks to reduce the chances of theft when they are unattended (while in 
a hotel room, for example).

The reason for these additional controls is that mobile devices are frequently lost 
and stolen. An intruder in possession of a stolen mobile device will have literally hours 
or days during which he may try and break into the device to steal information.

NOTE NOTE Security controls for mobile devices are not additional controls, but 
compensating controls that reduce data compromise risks since they are 
usually not protected by other physical and logical protections such as locked 
doors and firewalls.

Network Security Controls 
Enterprise networks—and the network-based services that support systems and applica-
tions—require protection and control so that they will be reliable and secure. Networks 
carry information for virtually all applications and computing services; a compromise of 
network security could seriously threaten all of the applications and computing services 
in an organization.

Network Security 
Networks are the means through which users access sensitive information. While the 
databases and operating systems that contain data will have controls in place to protect 
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that information, many controls are required at the network level that protect systems 
and other network-based resources from various threats. Countermeasures are available 
to prevent or detect many threats.

Network-based Threats
Threats are the intent and ability to cause harm. In the context of a network, a threat 
may have the ability to disrupt network communications, or be able to intercept com-
munications in order to acquire sensitive information.

Network-based threats that are the most prevalent include:

• Access by unauthorized persons Because some network-based resources 
do not include authentication by their very nature, it is important to restrict 
network access at the point of entry. This means that users (and system-based 
resources) must be authenticated prior to being permitted to communicate 
on the network. Without that authentication, a user is not permitted to send 
any messages on the network, nor are they permitted to listen to any network 
traffic.

• Spoofing This is the act of changing the configuration of a device or system 
in an attempt to masquerade as a different, known, and trusted system. There 
are several reasons why someone would want to do this; primarily, the reason 
will be to attract incoming connections in order to steal identities that can 
later be used illicitly. For example, an intruder may successfully spoof an 
internal web server and present an authentication page where users will enter 
their user ID and passwords. The intruder can save these credentials and use 
them later to access protected resources in order to steal or alter sensitive 
or valuable information. Another method is to masquerade as a known, 
legitimate user or device in order to bypass authentication and access network 
resources as the other user or device.

• Eavesdropping Here, someone installs hardware or software to listen to 
other network transmissions in an attempt to intercept any available sensitive 
information. Or, if this is a targeted attack, the intruder will listen for the 
specifically desired information and then capture it for later use. The intruder 
could be looking for logon credentials, e-mail messages, transferred files, or 
communications between servers in an application.

• Malware While viruses, worms, Trojan horses, and so on do not directly 
attack networks, they do use networks to propagate from one system to 
another. Especially virulent malware may generate so much traffic that all 
legitimate network communications may cease. This may be true even if only 
a small number of infected systems are present and attempting to find new 
victim hosts to attack and infect.

• Denial of service (DoS) attacks This is when an attacker floods a target with 
such a large volume of traffic that the target is unable to function normally. 
Such an attack can cause the target system to either malfunction or crash, 
or the sheer volume of traffic may impair the target’s ability to respond to 
legitimate messages.
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• Access bypass Here, an individual can attach an unauthorized access device, 

such as a Wi-Fi access point or a dial-in modem, to the network, thereby 
permitting himself (or others) to access the network while bypassing security 
controls.

• Man-in-the-middle (MITM) attack This attack is used to take over 
communications that are taking place between two parties. Here, an attacker 
intercepts communications being sent from one party to another and injects 
new, altered communications in their place. The attacker must be able to 
impersonate each party in the communication so that each party believes it 
is talking directly with the other party.

There is no single detective or preventive control that is effective against all of these 
threats. Instead, several controls are needed to protect networks against these and other 
threats.

Network Security Countermeasures
Several controls are needed to ensure the integrity and security of a network as one 
layer of defense in the protection of valuable or sensitive information. These controls 
include:

• User authentication controls Users can be required to authenticate to 
the network itself prior to accessing any network-based resources. This may 
be useful even if servers and other resources on the network have their own 
separate authentication.

• Machine authentication controls Every node that attaches to the network 
should itself be authenticated. This can prevent non-organization-owned assets 
(such as personally owned computers, unauthorized access points, sniffers, or 
vendor demo equipment) from being able to access the network. This helps 
to ensure that only organization-managed devices that have malware controls, 
including antivirus software, can attach to the network, thereby reducing 
the likelihood that malware will be introduced into the environment. The 
dominant technology for enforcing machine authentication is the IEEE 802.1X 
standard, which can also perform detailed checks on a node, including patch 
level and whether antivirus software is running and up-to-date.

• Anti-malware Many organizations have opted to supplement workstation-
based antivirus software with network-based antivirus capabilities. Centralized, 
network-based anti-malware may be used to filter malware and spam from 
incoming e-mail, or it may act as a silent or active proxy for web traffic, 
blocking malware that is hosted on web sites. Both measures can greatly 
improve an organization’s ability to prevent malware attacks.

• Encryption Sensitive communications can be encrypted in order to reduce 
the threat of eavesdropping. Many methods for encryption are available, 
depending on the network’s architecture and the specific traffic that needs to 
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be protected. For instance, tunnels between pairs of servers can be established 
at the OS level using IPsec or SSH. Tunnels between networks can be established 
using IPsec between pairs of routers. In both cases, network-based applications 
and services need not be modified, as they will be completely unaware of the 
encryption taking place at lower layers in the IP stack.

• Switched networks The use of shared-media networks (such as Ethernet 
through the use of hubs, repeaters, and bridges) invites eavesdroppers who 
can intercept some or all network transmissions. By changing to switched 
networks, the only traffic that a node sees are packets sent explicitly to or from 
the node, as well as some broadcast traffic. This greatly reduces the risk of 
eavesdropping, since it may not be practical to encrypt all communications.

• Intrusion detection system (IDS) This is a detection system used to 
detect anomalous activities on the network, sending alerts to appropriate 
personnel when these anomalies are detected. Like antivirus software, IDSs 
are typically signature-based, which requires that they be updated from time 
to time in order to remain effective. Some IDSs can “learn” normal network 
traffic behavior and generate alarms when non-normal traffic is detected. IDS 
systems are available in two forms: network-based (NIDS), which usually take 
the form of network appliances, and host-based (HIDS), which consist of 
software agents installed on each host and a separate management console.

• Intrusion prevention system (IPS)  These systems, like IDS, detect 
anomalies on the network. However, an IPS is also able to block an offending 
system by instructing a network switch to disconnect it. This can be used to 
block both internal as well as external threats, whether they are intruders 
trying to break in to a system or some malware that has been able to penetrate 
defenses on an organization-owned device. One drawback with IPS is that a 
false positive can result in the disconnection of a legitimate system or service 
on the network.

NOTE NOTE These and other network security countermeasures should be 
considered important controls, each of which should have complete process 
and procedure documentation, managed records, and periodic audits.

Securing Client-Server Applications 
While no longer the platform of choice for most new applications, many client-server 
applications are still in use and require continued, and even improved, protection from 
threats.

Client-server environments are subject to the same threats and have most or all of 
the same vulnerabilities as ordinary servers and workstations. Those threats, vulnerabil-
ities, and countermeasures are discussed elsewhere in this chapter.
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The threats and countermeasures that are specific to client-server environments in-

clude the following:

• Access controls Most client-server applications were developed in an era 
when the prospect of impersonated client systems seemed remote. However, 
client-server applications that are designed today would certainly include 
strong authentication between client software and server software (in addition 
to workstation authentication using 802.1X and end-user authentication 
to the network). Older client-server environments may lack one or more of 
these authentication components. While altering the existing client-server 
components themselves may be infeasible, other compensating controls may 
be viable, including workstation-based integrity management software, anti-
malware, and workstation hardening.

• Interception of client-server communications Eavesdropping and 
interception of client-server communications can result in a compromise 
of sensitive or valuable information. Furthermore, an MITM attack can 
result in intercepted and altered communications, with consequences 
including compromise of sensitive information and fraud. The most effective 
countermeasure for traffic interception is network encryption between servers 
and client workstations.

• Network failure See the earlier section on network security for details.

• Change management When application code changes are considered, the 
project team making the changes needs to establish comprehensive test and 
implementation plans to ensure that the change will result in the correct 
functional changes in the environment. This is further complicated by the fact 
that code changes may also require distribution of the code change to all of 
the client workstations in the organization. If some of those workstations are 
laptop computers, installation of client software updates will be logistically 
challenging since not all laptops will be available when the IT department 
intends to update them.

• Disruption of client software updates If clients are unable to receive and 
install software updates, they may fail to operate properly. In client-server 
architecture, client software must be in close synchronization with server 
software, since part of the application’s business logic is server-based and part 
is client-based. An update to the application that requires changes to both the 
server as well as all clients may fail for any workstations that cannot install 
the new updates. The purpose of attacks on the client software distribution 
mechanism or on client workstations themselves may be the disruption of 
the entire application in an organization. In addition to system hardening, 
countermeasures include encryption, reports indicating the success rate of 
client updates, and tools to troubleshoot client update problems.
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• Stealing data Users of client-server applications will be able to steal 

information if their client workstations include a full operating system and 
access to external storage devices (this is also a viable threat to web-based 
applications). In environments where the information being viewed and 
managed is highly sensitive or valuable, additional countermeasures, such 
as blocking the use of external storage devices (floppy drives, CD/DVD-ROM, 
and USB-based storage), may be warranted.

Securing Wireless Networks
Innovations in wireless communications have produced a productivity breakthrough 
for many workers who no longer have to be constrained to working at their desks. Wire-
less network technologies have enabled workers to connect to enterprise networks, re-
gardless of their location. However, some wireless communications technologies have 
significant vulnerabilities, and most are subject to serious threats.

Early wireless LAN (WLAN, or Wi-Fi) technologies did not encrypt traffic at all. This 
permitted other users (and outsiders—anyone within range of a wireless LAN) to use 
relatively simple tools to intercept and record wireless network transmissions. At that 
time, since many internal communications, including logon sessions, were not encrypt-
ed, sniffing a wireless network from a safe location could yield as much rich informa-
tion as a sniffer connected directly to the network—minus the risks related to getting a 
sniffer inside an office building.

Wireless networks are attractive to intruders because they provide an opportunity to 
easily penetrate a network without the risks associated with breaking into a physical 
building.

Client-Server Applications and Data Protection Laws
Another serious issue in many client-server environments is the need to update 
these environments to meet new security regulations. New data protection laws 
and standards require protection measures in application environments that 
were not included in older client-server frameworks. Some of these measures 
include encryption of transmitted data, encryption of stored data, strong au-
thentication, access and transaction logging, and the use of unique user accounts 
for each individual user. Many client-server environments are simply unable to 
implement one or more of these controls that are present in newer application 
environments. This is not to say that countermeasures are impossible; rather, 
each organization has to weigh the cost of implementing and supporting each 
required countermeasure in order to assess the long-term viability of each client-
server environment.

ch06.indd   367 9/15/2009   12:58:55 P



CISA Certified Information Systems Auditor All-in-One Exam Guide

368

Wireless Network Threats and Vulnerabilities
Early wireless networks had significant vulnerabilities in their design and implementa-
tion that drew the attention of intruders. This attention led to research and discovery of 
more vulnerabilities, which have led to a proliferation of tools designed to exploit 
them. The threats and vulnerabilities associated with wireless networks include:

Eavesdropping This is the best-known threat identified with wireless LANs. In-
truders with fairly simple tools are able to easily listen in on wireless communications, 
even when encrypted and protected through other means. Because wireless networks 
use radio frequency (RF) technology, the threat of eavesdropping will never completely 
disappear.

War Driving and War Chalking War driving and war chalking refer to activities 
where intruders will travel in dense urban areas, looking for unprotected Wi-Fi access 
points. The term war driving comes from the practice of searching from within a moving 
automobile.

War chalking is the practice of marking buildings (using chalk) with symbols to 
indicate the presence of a Wi-Fi access point, including some basic facts about it. The 
practice was popular in the early 2000s, but is not often used now. Figure 6-4 shows the 
common symbols that were used. The practice is thought to be derived from a similar 
practice during the Great Depression when hobos would mark buildings that were 
friendly, unfriendly, and where law enforcement was located.

Encryption The earliest wireless LANs used no encryption at all—not because it 
wasn’t available, but because it required additional effort to implement. Because wire-
less access points can be configured to permit “wide open” (no encryption) configura-
tion, many organizations stopped here and never implemented encryption. In addi-
tion, many Wi-Fi access points sold for home use did not have encryption enabled by 
default; most consumers did not bother to implement encryption because they did not 
know that it was important to do so. 

The WEP (Wired Equivalent Privacy) encryption algorithm was developed to pro-
tect Wi-Fi networks from eavesdropping. WEP is so-named because its designers in-
tended for WEP to provide confidentiality as effective as a traditional wired LAN. 
Unfortunately, WEP was soon compromised: Intruders with readily available tools can 
completely compromise a Wi-Fi network protected with WEP within minutes. These 
tools can derive the WEP encryption key, enabling an intruder to easily decrypt all en-
crypted communications on a Wi-Fi network protected with WEP.

Figure 6-4 
Common war 
chalking symbols 
indicate the presence 
of Wi-Fi access 
points.
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Spoofing Intruders can use spoofing to impersonate both Wi-Fi access points and 
Wi-Fi network clients.

It is relatively easy for an intruder to establish a rogue access point with the same 
name as a legitimate access point. The intruder can use this rogue access point as a gate-
way to forward legitimate traffic in both directions while watching for and intercepting 
any sensitive information that may pass by. Or, the intruder may use the rogue access 
point to steal logon credentials from users trying to connect to the real access point.

Intruders can also spoof legitimate Wi-Fi clients in an attempt to connect to Wi-Fi 
networks. Some Wi-Fi networks include MAC address ACLs, which means they permit 
only known computers (identified by their MAC addresses) to connect to the Wi-Fi net-
work. An intruder who eavesdrops on Wi-Fi traffic can easily discern this and change his 
computer’s MAC address to that of one of the computers that is permitted to connect.

Wireless Network Countermeasures
Several protective countermeasures can be taken that will reduce risks associated with 
the use of wireless networks. These countermeasures include:

• Use an obscure SSID The SSID (Service Set IDentifier) should be changed 
from the default, but should not obviously identify the organization that 
operates it. Doing so would invite intruders and curious persons to try and 
penetrate the known network.

• Stop broadcast of SSID Broadcast of the access point’s SSID should 
be disabled. Granted, this is a weak countermeasure because determined 
intruders who use more advanced tools do not need to see a network’s SSID 
to know it is there: They have tools to directly sniff packets from the airlink, 
whether the access point is broadcasting its SSID or not. This measure does, 
however, act as a mild deterrent for those who are less skilled.

• Reduce transmit power The transmit strength of the Wi-Fi RF transmitter 
should be reduced to the lowest level that will still permit reliable use. This 
will prevent any distant eavesdropper from easily detecting the network.

• Use MAC access filtering Wi-Fi access points can usually be configured to 
permit only those computers whose MAC addresses are present in a list of 
allowed addresses.

• Use WPA encryption Because WEP has been compromised, WPA or WPA2 
encryption should be used.

• Require VPN Organizations that are concerned that WPA may also be 
compromised can configure their Wi-Fi architecture so that VPN connections 
must be established for users to connect to the corporate LAN.

• Change default passwords Administrative user IDs and passwords on new 
Wi-Fi access points should be changed before they are put into use.

• Patches and upgrades Before new Wi-Fi access points are put into general 
use, network administrators should make sure that they contain the latest 
firmware or software. This is especially important if any vulnerabilities have 
been found in older versions.
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NOTE NOTE Like system hardening, hardening Wi-Fi access points and supporting 
infrastructure is not a set-once-and-forget-it affair. Instead, making a system 
secure and keeping it secure requires vigilance through staying informed on 
the latest threats and vulnerabilities and taking action as needed.

Protecting Internet Communications
For decades, the common practice for commercial organizations that needed to estab-
lish data communication connections between locations—or between organizations—
was the use of dedicated private communications links leased from telecommunica-
tions carriers. Prior to the Internet, private communications links were the only avail-
able method for setting up data communications.

The establishment of the Internet made it theoretically possible for organizations to 
connect to one another simply by connecting to the Internet backbone and letting rout-
ers do the rest. Most organizations scoffed at this idea because of the Internet’s reputa-
tion for unreliable performance, as well as its lack of security. Gradually, however, 
Internet performance has improved in many parts of the world, and security standards 
have been developed that make use of the Internet for an inter- and intra-organization 
communications medium a practical reality.

This section describes threats, vulnerabilities, and countermeasures needed to pro-
tect Internet-based business communications.

Internet Threats and Vulnerabilities
The Internet is not a safe place. Practically all of the threats against organizations’ valu-
able and sensitive information originate from the Internet or use the Internet in their 
delivery. This is because the Internet is the backbone of nearly all types of data com-
munications, like the one well in the middle of town from which all its citizens draw 
water—the source of life but also a source of disease when things go wrong.

Internet-related threats and vulnerabilities include the following.

Eavesdropping Any data sent from one place to another over the Internet could be 
intercepted. While actual interception is rare, it is possible, and interception does occur 
from time to time. An effective analogy is the use of postcards in the mail. Most of the 
time, postcards are not read by anyone while in transit; nonetheless, their confidential-
ity cannot be assured.

Network Analysis Similar to eavesdropping, someone who has access to an orga-
nization’s data communications can perform network analysis on it. This activity would 
be the reconnaissance phase of some bigger effort. An eavesdropper with access to an 
organization’s network traffic would, over time, be able to tell quite a lot about the or-
ganization’s internal network by observing data coming and going.

Targeted Attack An attacker whose objective is a specific organization’s systems 
will probably use the Internet to transmit the attack to his target. A clever attacker will 
relay his attack through a series of compromised systems in order to conceal his true 
whereabouts, making it difficult for law enforcement to learn his true identity and 
location.
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Malware The Internet is the conduit through which virtually all malware travels. 
Whether it is transmitted in spam, hidden in downloadable software programs, or em-
bedded in web sites, the designers of malware know that the Internet is the way to 
travel fast and cheap. Botnets use IRC (Internet relay chat) and HTTP protocols to con-
trol their bot armies, as well as to spread spam or attack target systems.

Masquerading An attacker can forge messages that have the appearance of origi-
nating elsewhere. The TCP/IP protocol itself does not enforce the value in the “From” 
IP address field in any packet, which makes it easy to send messages to a target system 
that have the appearance of originating from anywhere. Similarly, the SMTP (Simple 
Mail Transport Protocol) performs no enforcement on the “From” address in any 
e-mail message, a fact that has contributed to the spam problem. Many other protocols 
have similar weaknesses in their design.

Denial of Service A denial of service (DoS) attack is an attack on a target system 
with the intent of causing it to cease functioning. There are two principal ways to per-
petrate a DoS attack; first, it can be carried out by sending an enormous volume of 
messages to the target system in order to flood its input buffers and exhaust its available 
resources. The second method is to send a specially built message that is known to 
cause a service or application running on the target system to malfunction or stop run-
ning altogether. 

Another form of a DoS attack is known as a distributed denial of service (DDoS) 
attack, a flooding attack that originates from a large number of systems simultaneously.

Fraud Many kinds of fraud are perpetrated on the Internet against systems and people. 
In a fraud attack, the attacker is pretending to be someone or something else (a merchant, 
bank, or government entity, for instance) and is attempting to trick the target into per-
forming an action, such as transferring money or providing private information.

NOTE NOTE One topic not covered in this section is the variety of reasons and 
motivations behind attacks on systems. This subject is covered in detail early 
in this chapter.

Internet Security Countermeasures
A wide variety of countermeasures are needed to protect an organization from the as-
sortment of threats. The countermeasures described in this section should begin to 

Masquerading on the Internet
The protocols at the base of the Internet, TCP/IP, were developed a generation ago 
by designers who assumed that TCP/IP would always be operated on controlled, 
closed networks. The basic design of most of the protocols and services in use on 
the Internet today assume that all other parties can be trusted. For this reason, the 
designers of TCP/IP never built in controls to prevent one system from masquer-
ading as another. It is this design principle that has permitted the proliferation of 
much spam, malware, and other malevolence on the Internet.
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look familiar if you are reading through this chapter from beginning to end; the coun-
termeasures used to protect Internet-based threats are not much different from those 
protecting similar threats in other contexts.

Network- and computer-related security countermeasures discussed elsewhere in 
this book would often apply when any network, system, or application is opened to the 
Internet. The Internet represents the worst-case security scenario for any system or ap-
plication, as this exposes it to the most potent threats that exist.

Firewalls Firewalls are devices that control the flow of messages between networks. 
Placed at the boundary between the Internet and an organization’s internal network, 
firewalls enforce security policy by prohibiting all inbound traffic except for the specific 
few types of traffic that are permitted to a select few systems. For example, a firewall will:

• Permit incoming e-mail to be sent only to the organization’s e-mail server

• Permit incoming HTTP requests to be sent only to the organization’s Internet-
facing web server

• Permit incoming file transfer requests to be sent only to the organization’s file 
transfer gateway

• Permit outbound e-mail to originate only from the organization’s e-mail server

The last item in the previous list points out that firewalls control not only what 
comes in to an organization’s network, but also what leaves an organization’s network. 
This last control, permitting outbound mail to originate only from the e-mail server, 
prevents malware from originating its own e-mail messages, thereby slowing down the 
spread and impact of some types of malware.

Intrusion Detection Systems  An intrusion detection system (IDS) is a detec-
tive control that is designed to listen to network traffic and generate alerts if it sees any 
messages that match a database of attack signatures. IDSs are discussed in more detail 
earlier in this chapter in the section “Network Security.”

Honeypots and Honeynets  A honeypot is a trap that is designed to detect unau-
thorized use of information systems. A honeypot will have the appearance of containing 
important information and of being unprotected and unmonitored. When an attacker 
attacks and takes over a honeypot, this provides information to the organization that 
will help it learn how to better protect its real production computers.

A honeypot helps an organization better understand two important facts:

• Which attackers are sufficiently interested in the organization’s information to 
launch an attack against it

• Which tools and techniques are used by the attacker(s)
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A security team in the organization can analyze this information and use it to 

improve defenses on the systems that actually do contain sensitive or valuable infor-
mation.

NOTE NOTE An organization that sets up a honeypot needs to take care that the 
honeypot cannot be used as a platform to successfully attack real production 
systems, or to stage an attack on another organization’s systems.

A honeynet is just what the term implies: a network of computers that are all acting 
as honeypots to emulate a complex production environment that consists of several 
computers.

Change Management and Configuration Management The protection of 
sensitive and valuable information—particularly that which is exposed to the Inter-
net—depends upon the integrity of the entire environment. The environment’s integrity 
can be assured only to the extent to which it is controlled; this means that all minor and 
major changes made to the environment must be managed through formal change 
management and configuration management processes. 

These processes are described in detail in Chapter 5.

Incident Management Incident management is the two-part process of proactive 
and responsive activities that help to reduce the likelihood and impact of security inci-
dents. The proactive side of incident management helps to prevent incidents from oc-
curring at all, while the responsive side helps to quickly contain incidents and make 
changes to reduce the likelihood and impact of future incidents.

Incident management is discussed in detail at the beginning of this chapter in the 
section, “Information Security Management.”

Security Awareness Training Security awareness training helps every person in 
the organization be more familiar with how their tasks and responsibilities help to 
protect the organization’s assets. Familiarity with security concepts and responsibilities 
helps each staff member make better decisions that help reduce risk.

This training is discussed in detail at the beginning of this chapter in the section, 
“Information Security Management.”

Encryption 
Encryption is the act of hiding information in plain sight. It works by scrambling the 
characters in a message using a method known only to the sender and receiver, making 
the message useless to anyone else who intercepts the message.
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Encryption plays a key role in the protection of sensitive and valuable information. 

There are some situations where it is not practical or feasible to prevent third parties 
from having logical access to data—for instance, data transmissions over public net-
works.

This technique can also be used to authenticate information that is sent from one 
party to another. This means that a receiving party can verify that a specific party did, in 
fact, originate a message and that it is authentic. This allows a receiver to know that a 
message is genuine and that it has not been altered in transit by any third party.

With encryption, best practices call for system designers to use well-known, robust 
encryption algorithms. Thus, when a third party intercepts encrypted data, the third 
party can know which algorithm is being used, but still not be able to read the data. 
What the third party does not know is the key that is used to encrypt and decrypt the 
data. How this works will be explained further in this section.

Terms and Concepts Used in Cryptography
Several terms and concepts used in cryptography are not used outside of the field. Se-
curity professionals and IS auditors must be familiar with these to be effective in un-
derstanding, managing, and auditing IT systems that use cryptography. Terms used in 
cryptography include:

• Plaintext An original message, file, or stream of data that can be read by 
anyone who has access to it

• Ciphertext A message, file, or stream of data that has been transformed by 
an encryption algorithm and rendered unreadable

• Hash function A cryptographic operation on a block of data that returns a 
fixed-length string of characters, used to verify the integrity of a message

• Message digest The result of a cryptographic hash function

• Encryption The process of transforming plaintext into ciphertext. This is 
depicted in Figure 6-5.

• Digital signature The result of encrypting the hash of a message with the 
originator’s private encryption key, used to prove the authenticity and integrity 
of a message. This is depicted in Figure 6-6.

• Algorithm A specific mathematical formula that is used to perform 
encryption, decryption, message digests, and digital signatures

• Decryption The process of transforming ciphertext into plaintext so that a 
recipient can read it
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• Cryptanalysis An attack on a cryptosystem where the attacker is attempting 
to determine the encryption key that is used to encrypt messages

• Encryption key A block of characters, used in combination with an 
encryption algorithm, used to encrypt or decrypt a stream or blocks of data. 
An encryption key is also used to create and verify a digital signature.

Figure 6-5 
Encryption and 
decryption utilizes 
an encryption 
algorithm and an 
encryption key.
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• Key length This refers to the size (measured in bits) of an encryption key. 
Longer encryption keys mean that it takes greater effort to successfully attack 
a cryptosystem.

• Block cipher This is an encryption algorithm that operates on blocks of data.

• Stream cipher This is a type of encryption algorithm that operates on a 
continuous stream of data such as a video or audio feed.

• Initialization vector (IV)  A random number that is needed by some 
encryption algorithms to begin the encryption process

Figure 6-6 Digital signature used to verify the integrity of a message
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• Symmetric encryption A method for encryption and decryption where it is 

necessary for both parties to possess a common encryption key

• Asymmetric encryption, or public key cryptography A method for 
encryption, decryption, and digital signatures that uses pairs of encryption 
keys, consisting of a public key and a private key

• Key exchange A technique that is used by two parties to establish a 
symmetric encryption key when there is no secure channel available

• Nonrepudiation The property of digital signatures and encryption that can 
make it difficult or impossible for a party to later deny having sent a digitally 
signed message, unless they admit to having lost control of their private 
encryption key

Private Key Cryptosystems 
A private key cryptosystem is based on a symmetric cryptographic algorithm. The pri-
mary characteristic of a private key cryptosystem is the necessity for both parties to pos-
sess an encryption key that is used to encrypt and decrypt messages.

The two main challenges with private key cryptography are:

• Key exchange An “out of band” method for exchanging encryption keys is 
required before any encrypted messages can be transmitted. This key exchange 
must occur over a secure channel; if the encryption keys were transmitted 
over the main communications channel, then anyone who intercepts the 
encryption key will be able to read any intercepted messages, provided 
they can determine the encryption algorithm that is used. For instance, if 
two parties exchange encrypted e-mail, they would need to exchange their 
encryption key via telephone or fax, provided they are confident that their 
telephone and fax transmissions are not being intercepted.

• Scalability Private key cryptosystems require that each sender-receiver pair 
exchange an encryption key. For a group of four parties, 6 encryption keys 
would need to be exchanged; for a group of 10 parties, 45 keys would be 
exchanged. For a large community of 1000 parties, many thousands of keys 
would need to be exchanged.

Some well-known private key algorithms in use include AES, Blowfish, DES, Triple 
DES, Serpent, and Twofish.

Secure Key Exchange
Secure key exchange refers to methods used by two parties to securely establish a sym-
metric encryption key without actually transmitting the key over a channel. Secure key 
exchange is needed when two parties, previously unknown to each other, need to estab-
lish encrypted communications where no out-of-band channel is available.

Two parties can perform a secure key exchange if a third party intercepts their entire 
conversation. This is because algorithms used for secure key exchange utilize informa-
tion known by both parties but not transmitted between them.

The most popular algorithm is the Diffie-Hellman Key Exchange Protocol.
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Public Key Cryptosystems 
Public key cryptosystems are based on asymmetric, or public key, cryptographic algo-
rithms. These algorithms use two-part encryption keys that are handled differently from 
encryption keys in symmetric key cryptosystems.

Key Pair The encryption keys that are used in public key cryptography are called the 
public key and the private key. Each user of public key cryptosystems has these two keys 
in his or her possession. Together, the public and private keys are known as a key pair. 
The two keys require different handling, and are used together but for different pur-
poses that are explained in this section.

When a user generates his or her key pair (the public key and the private key), the 
key pair will physically exist as two separate files. The user is free to publish or distrib-
ute the public key openly; it could even be posted on a public web site. This is in con-
trast to the private key, which must be well protected and never published or sent to any 
other party. Most public key cryptosystems will utilize a password mechanism to fur-
ther protect the private key; without its password, the private key is inaccessible and 
cannot be used.

Message Security Public key cryptography is an ideal application for securing 
messages—e-mail in particular. The reason for this is that users do not need to establish 
and communicate symmetric encryption keys through a secure channel. With public 
key cryptography, users who have never contacted each other can immediately send 
secure messages to one another. Public key cryptography is depicted in Figure 6-7.

Every user is free to publish his or her public encryption key so that it is easily re-
trievable. There are servers on the Internet where public keys can be published and 
made available to anyone in the world. Public key cryptography is designed so that 
open disclosure of a user’s public key does not compromise the secrecy of the corre-
sponding private key: A user’s private key cannot be derived from the public key.

When User A wishes to send an encrypted message to User B, the procedure is as 
follows:

 1. User B publishes his public key to the Internet at a convenient location.

 2. User A retrieves User B’s public key.

 3. User A creates a message and encrypts it with User B’s public key and sends 
the encrypted message to User B.

 4. User B decrypts the message with his private key and is able to read the message.

Note that only User B’s encryption key is used in this example. This method is used 
only to protect the message from eavesdroppers. This method is not used to verify the 
authenticity of the message.
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Public key cryptography can also be used to verify the authenticity and integrity of 

a message. This is used to verify that a specific party did, in fact, create the message. The 
procedure is as follows:

 1. User A publishes his public key to the Internet at a convenient location.

 2. User B retrieves User A’s public key and saves it for later use.

 3. User A creates a message and digitally signs it with his private key, and then 
sends the signed message to User B.

 4. User B verifies the digital signature using User A’s public key. If the message 
verifies correctly, User B knows that the message originated from User A and 
has not been altered in transit.

In this example, only the authenticity and integrity of a message is assured. The 
message is not encrypted, which means that it can be read by any party that intercepts 
the message.

Public key cryptography can be used to both encrypt and digitally sign a message, 
which will guarantee its confidentiality as well as its authenticity. The procedure is as 
follows:

 1. User A and User B publish their public encryption keys to convenient places.

 2. User A retrieves User B’s public key, and User B retrieves User A’s public key.

 3. User A creates a message, then signs it with his private key and encrypts it with 
User B’s public key, and then sends the message to User B.

 4. User B decrypts the message with his private key and verifies the digital 
signature with User A’s public key.

Public key cryptography also supports encryption of a message with more than one 
user’s public key. This permits a user to send a single encrypted message to several re-
cipients that is encrypted with each of their public keys. This method does not compro-
mise the secrecy of any user’s private key, since a user’s private key cannot be derived 
from the public key.

Figure 6-7 Public key cryptography used to transmit a secret message
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Verifying Public Keys It is possible for a user to claim the identity of another and 
even publish a public key that claims the identity of the other party. Three methods are 
available for verifying a user’s public key as genuine.

• Certificate authority A public key that has been obtained from a trusted, 
reputable certificate authority can be considered genuine.

• E-mail address Public keys used for e-mail will include the user’s e-mail 
address. If the e-mail address is a part of a corporate or government domain 
(for example, adobe.com or seattle.gov), then some level of credence can be 
attributed to the successful exchange of messages with that e-mail address. 
However, since e-mail addresses can be spoofed, this should be considered 
a weak method at best.

• Key fingerprint Many public key cryptosystems employ a method for 
verifying a key’s identity, known as the key’s fingerprint. If a user wishes to 
verify a public key, the user retrieves the public key and calculates the key’s 
fingerprint. The user then contacts the claimed owner of the public key, who 
runs a function against his private key that returns a string of numbers. The 
user also runs a function against the owner’s public key, also returning a string 
of numbers.  If both numbers match, the public key is genuine.

NOTE NOTE When verifying a public key, it is essential that the purported owner 
of the public key be authenticated, such as by viewing a government-issued ID 
or by contacting the owner at a publicly listed telephone number.

Hashing and Message Digests
Hashing is the process of applying a cryptographic algorithm on a block of information 
that results in a compact, fixed-length “digest.” The purpose of hashing is to provide a 
unique “fingerprint” for the message or file—even if the file is very large. A message 
digest can be used to verify the integrity of a large file, thus assuring that the file has not 
been altered.

Some of the properties of message digests that make them ideally suited for verify-
ing integrity include:

• Any change made to a file—even a single bit or character—will result in a 
significant change in the hash.

• It is computationally infeasible to make a change to a file without changing 
its hash.

• It is computationally infeasible to create a message or file that will result in a 
given hash.

• It is infeasible to find any two messages that will have the same hash.

One common use of message digests is on software download sites, where the com-
puted hash for a downloadable program is available so that users can verify that the 
software program has not been altered (provided that the posted hash has not also 
been compromised).
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Digital Signatures 
A digital signature is a cryptographic operation where a sender “seals” a message or file 
using his identity. The purpose of a digital signature is to authenticate a message and to 
guarantee its integrity. Digital signatures do not protect the confidentiality of a mes-
sage, however, as encryption is not one of the operations performed.

Digital signatures work by encrypting hashes of messages; recipients verify the in-
tegrity and authenticity of messages by decrypting hashes and comparing them to orig-
inal messages. In detail, a digital signature works like this:

 1. Sender publishes his public key to the Internet at a location that is easily 
accessible to recipients.

 2. Recipient retrieves sender’s public key and saves it for later use.

 3. Sender creates a message (or file) and computes a message digest (hash) of 
the message, and then encrypts the hash with his private key. 

 4. Then the sender sends the original file plus the encrypted hash to the recipient.

 5. The recipient receives the original file and the encrypted hash. The recipient 
computes a message digest (hash) of the original file and sets the result 
aside. She then decrypts the hash with the sender’s public key. The recipient 
compares the hash of the original file and the decrypted hash.

 6. If the two hashes are identical, the recipient knows that a) the message in her 
possession is identical to the message that the sender sent, b) the sender is the 
originator, and c) the message has not been altered.

The use of digital signatures is depicted earlier in this chapter in Figure 6-6.

Digital Envelopes 
One aspect of symmetric (private key) and asymmetric (public key) cryptography that 
has not been discussed yet is the computing requirements and performance implica-
tions of these two types of cryptosystems. It can be stated rather broadly that public key 
cryptography requires far more computing power than private key cryptography. The 
practical implication of this is that public key encryption of large sets of data can be 
highly compute-intensive and make its use infeasible in some occasions.

One solution to this is the use of a so-called digital envelope that utilizes the con-
venience of public key cryptography with the lower overhead of private key cryptogra-
phy. The procedure for using digital envelopes works like this:

 1. Sender and recipient agree that the sender will transmit a large message to 
recipient.

 2. Sender selects or creates a symmetric encryption key, known as the session key, 
and encrypts the session key with recipient’s public key.

 3. Sender encrypts the message with the session key.

 4. Sender sends the encrypted message (encrypted with the session key) and 
the encrypted session key (encrypted with the recipient’s public key) to the 
recipient.
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 5. Recipient decrypts the session key with his private key.

 6. Recipient decrypts the message with the session key.

The now-deprecated SET (secure electronic transaction, a predecessor to SSL/TLS) 
protocol uses digital envelopes. Digital envelopes require less computing overhead 
than the Diffie-Hellman key exchange, which is why digital envelopes may be preferred 
in some circumstances.

Public Key Infrastructures (PKI) 
One of the issues related to public key cryptography is the safe storage of public encryp-
tion keys. While individuals are free to publish public keys online, doing so in a secure 
and controlled manner requires some central organization and control. A public key 
infrastructure (PKI) is designed to fulfill this and other functions.

A PKI is a centralized function that is used to store and publish public keys and 
other information. Some of the services provided by a PKI include:

• Digital certificates A digital certificate is a digital credential that consists 
of a public key and a block of information that identifies the owner of the 
certificate. The identification portion of a digital certificate will follow a 
standard, structured format and include such data as the owner’s name, 
organization name, and other identifying information, such as e-mail address. 
The public key and the identifying information will reside in a document that 
is itself digitally signed by a trusted party, known as a certificate authority (CA).

• Certificate authority (CA)  A certificate authority (CA) is a business entity 
that issues digital certificates and publishes them in the PKI. The CA vouches 
for the identity of each of the digital certificates in a PKI; the CA undergoes 
certain safeguards to ensure that each digital certificate is genuine and really 
does belong to its rightful owner.

• Registration authority (RA)  The registration authority (RA) operates 
within or alongside a CA to accept requests for new digital certificates. The 
RA vets the request, carefully examining it, and undergoes steps to verify the 
authenticity of the person making the request. This verification may include 
viewing government-issued ID cards, passports, or taking other steps as 
needed to make sure that the request is originating from the genuine person. 
When the RA is satisfied that the requestor is indeed the person making the 
request, the RA will issue a digital certificate. Part of the certificate issuance 
will be the delivery of private encryption keys to the requesting party. This 
may take place in person or over a secured electronic connection.

• Certificate revocation list (CRL)  Some circumstances may require that a 
user’s digital certificate be cancelled or revoked. These circumstances include 
termination of employment (if a person’s certificate was issued expressly for 
employment-related purposes), or loss or compromise of a user’s private key. 
A CRL is an electronic list of digital certificates that have been revoked prior to 

ch06.indd   382 9/15/2009   12:58:59 P



Chapter 6: Information Asset Protection

383
their expiration date. In order to be effective, any consumer of digital certificates 
needs to consult a CRL to be doubly sure that a certificate remains valid.

• Certification practice statement (CPS)  This is a published statement that 
describes the practices used by the CA to issue and manage digital certificates. 
This helps determine the relative strength and validity of digital certificates 
that are issued by the CA.

Key Management
The term key management refers to the various processes and procedures used by an or-
ganization to generate, protect, use, and dispose of encryption keys over its lifetime. 
Several of the major practices are described in this section.

Key Generation The start of an encryption key life cycle is its generation. While at 
first glance it would appear that this process should require little scrutiny, further study 
shows that this is a critical process that requires safeguards.

The system on which key generation takes place must be highly protected. If keys 
are generated on a system that has been compromised or is of questionable integrity, it 
would be difficult to determine if key generation could have been electronically ob-
served by a bystander. For instance, if a key logger or other process spying tool were 
active in the system when keys were generated, that key generation may have been ob-
servable and details about keys captured. This would mean that newly minted keys 
have already been compromised if their identities are known to an outsider.

In many situations, it would be reasonable to require that systems used for key gen-
eration be highly protected, isolated, and used by as few persons as possible. Regular 
integrity checks would need to take place to make sure the system continues to be free 
of any problems.

Furthermore, the key generation process needs to include some randomness (or, as 
some put it, entropy), so that the key generation process cannot be easily duplicated 
elsewhere. If key generation were not a random event, it could be possible to duplicate 
the conditions related to a specific key and then regenerate a key with the very same 
value. This would instantaneously compromise the integrity and uniqueness of the 
original key.

Key Protection Private keys used in public key cryptosystems and private keys 
used in symmetric cryptosystems must be continuously and vigorously protected. At all 
times they must be accessible to only the parties that are authorized to use them. If 
protection measures for private encryption keys are compromised, it will be possible 
for a key compromise to take place.

A key compromise is any event where a private encryption key has been disclosed to 
any unauthorized third party. When a key compromise occurs, it will be necessary to 
re-encrypt all materials encrypted by the compromised key with a new encryption key.

Key Custody Key custody refers to the policies, processes, and procedures regarding 
the management of keys. This is closely related to key protection, but is focused on who 
manages keys and where they are kept.
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Key Rotation Key rotation is the process of issuing a new encryption key and re-
encrypting data protected with the new key. Key rotation may occur when any of the 
following occurs:

• Key compromise When an encryption key has been compromised, a new 
key must be generated and used.

• Key expiration This happens in situations where encryption keys are rotated 
on a schedule.

• Rotation of staff In some organizations, if any of the persons associated 
with the creation or management of encryption keys transfers to another 
position or leaves the organization, keys must be rotated.

Key Disposal Key disposal refers to the process of decommissioning encryption 
keys. This may be done upon receipt of an order to destroy a data set that is encrypted 
with a specific encryption key—destroying an encryption key can be as effective (and a 
whole lot easier) than destroying the encrypted data itself.

However, key disposal can present some challenges. If an encryption key is backed 
up to tape, for instance, disposal of the key will require that backup tapes also be de-
stroyed.

Encryption Applications 
Several applications utilize encryption algorithms. Many of these are well known and 
in common use.

Secure Sockets Layer/Transport Layer Encryption (SSL/TLS) SSL and 
TLS are the encryption protocols used to encrypt web pages requested with the HTTPS 
(Hypertext Transfer Protocol/Secure) URL. Introduced by Netscape Communications 
for use in its own browser, SSL and its successor, TLS, have become de facto standards 
for the encryption of web pages.

SSL provides several cryptographic functions, including public key encryption, pri-
vate key encryption, and hash functions. These are used for server and client authentica-
tion (although in practice, client authentication is seldom used) and session encryption. 
SSL supports several encryption algorithms, including AES, RC4, IDEA, DES, and triple 
DES, and in several key lengths, from 40 bits to 256 bits and beyond.

S-HTTP (Secure Hypertext Transfer Protocol) Not to be confused with 
HTTPS, S-HTTP also provides encryption of web pages between web servers and web 
browsers. Because Netscape and Microsoft favored HTTPS, S-HTTP never caught on and 
is not widely supported.

Secure Multipurpose Internet Mail Extensions (S/MIME) S/MIME is an 
e-mail security protocol that provides sender and recipient authentication and encryp-
tion of message content and attachments.

Secure Shell (SSH) Secure shell is a multipurpose protocol that is used to create a 
secure channel between two systems. The most popular use of SSH is the replacement 
of the TELNET protocol, but it also supports tunneling of protocols such as X-Windows 
and FTP (File Transfer Protocol).
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Secure Electronic Transaction (SET) SET is a now-deprecated protocol de-
signed to protect Internet-based financial transactions. SET never caught on because it 
required the installation of a separate client program. HTTPS became the standard for 
encrypting web pages, and then became the preferred method for encryption.

SET offered greater protection of credit card transactions through the substitution 
of tokens for actual credit card numbers.

Voice over IP (VoIP) 
Voice over IP (VoIP) is the term that encompasses several technologies that permit tele-
phony that is transported over IP networks. Other terms associated with VoIP include 
Internet telephony and IP telephony. These terms all describe services for transporting 
voice, video, and facsimile over IP networks, including the Internet. Organizations that 
implement VoIP will incorporate one or more of the following:

• Trunking Here, organizations replace older-technology voice trunks with 
SIP (Session Initiation Protocol) trunks that have far greater capacity and 
lower costs. Trunks can connect an organization’s private branch exchange 
(PBX) to telecommunications providers that offer VoIP trunking. Also, an 
organization can connect its digital PBXs together via MPLS (Multiprotocol 
Label Switching) over IP WAN connections.

• Digital PBX Organizations replace older PBX  systems with newer PBXs that 
support VoIP.

• VoIP handsets Digital and analog telephone sets are replaced with IP 
telephone sets that connect to the PBX via TCP/IP over Ethernet or Wi-Fi.

• VoIP clients Here, organizations replace telephone sets with software 
programs on workstations that communicate over TCP/IP to the PBX. These 
programs eliminate the need for separate telephone handsets.

VoIP Threats and Vulnerabilities
The primary threat to VoIP systems is the fact that an organization’s telephone network 
is connected to the TCP/IP network and thus vulnerable to all the types of attacks that 
plague workstations and servers. Furthermore, many VoIP components run on devices 
and systems that use conventional operating systems like Unix. That means that most 
VoIP components are vulnerable to the same class of threats that servers and worksta-
tions are subject to. These threats include:

• Eavesdropping Attackers may attempt to listen in to voice, video, and 
facsimile transmissions.

• Spoofing Attackers can send packets to VoIP devices, systems, and PBXs 
that impersonate other devices and systems. Possible reasons include stealing 
information, altering information, denial of service, toll fraud, and more.

• Malware This includes viruses, worms, Trojan horses, root kits, and so on.

• Denial of service This is an attack designed to disable a target system or 
network by flooding it either with an enormous volume of traffic or with 
specially crafted traffic designed to cause the target to malfunction.
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• Toll fraud This is an attack designed to steal long-distance service 

by using another organization’s telephone network for one’s 
personal use.

These and other threats are not unique to VoIP but plague all kinds of IP and Inter-
net-connected networks and systems. For a complete discussion on threats and vulner-
abilities, see the section, “Logical Access Controls,” earlier in this chapter.

Protecting VoIP
Because VoIP systems communicate over TCP/IP, and because many are based on con-
ventional operating systems, VoIP is protected through primarily the same measures 
that are used to protect other IT systems. The protection measures that are most effec-
tive include:

• System and device hardening.

• Strict access controls and access management

• Anti-malware controls

• Firewalls

• Intrusion detection systems

These and other countermeasures are discussed in detail in the section, “Logical Ac-
cess Controls,” earlier in this chapter.

Private Branch Exchange (PBX) 
A private branch exchange, most commonly referred to as a PBX, is a private telephone 
switch used by an organization to manage its internal telephone calls, as well as tele-
phone calls with parties in the public telephone network. Workers in an organization 
can often call one another with shortened phone numbers, such as four-digit exten-
sions, and call “outside” numbers using a prefix such as “8” or “9.”

PBXs are connected to the public-switched telephone network (PSTN) via one or 
more “trunks,” which are telecommunications circuits designed to carry several simul-
taneous telephone conversations. Trunks are leased from common-carrier telecommu-
nications carriers.

PBX Threats and Vulnerabilities
A variety of security issues affect PBXs. IT managers and security professionals need to 
be aware of these threats and vulnerabilities to be able to better protect them. Some of 
these include:

• Default passwords on administrator console This can permit anyone with 
physical access to the PBX with the ability to change the configuration of the 
PBX or extract data from it (including phone records and access controls). 
Passwords on many PBXs are left at factory default; this is an old practice still 
in place today.
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• Dial-in modem Many PBXs employ an administrative dial-in modem so 

that the PBX administrator can perform remote administrative duties. Often, 
dial-in access uses either a default password or no authentication at all.

• Toll fraud One of the most enticing opportunities on a PBX is the ability to 
commit toll fraud by using it to place long-distance telephone calls. This is 
done by logging into the PBX (when passwords are weak or nonexistent) and 
changing its configuration to permit the attacker to place long-distance calls at 
the PBX owner’s expense.

• Espionage PBXs are also the target of attempts to eavesdrop on telephone 
conversations as well as retrieve phone records.

Many PBXs have IP connections to facilitate administrative access. PBXs with IP con-
nectivity are subject to the broader scope of IP-related threats and vulnerabilities that are 
discussed in detail earlier in this chapter in the section, “Logical Access Controls.”

PBX Countermeasures
PBXs without IP connectivity are fairly easy to protect. Some of the most effective coun-
termeasures include:

• Administrative access control Console and modem access should be 
configured with the strongest reasonable controls, including strong, complex 
passwords, administrative access logging, and dial-back modems.

• Physical access control Be sure that only authorized personnel have 
physical access to the PBX. A PBX should be protected with keycard and/or 
video surveillance so that the organization can positively identify individual 
personnel who access it.

• Regular log reviews Administrative personnel should regularly review access 
logs to verify that only authorized personnel are accessing administrative 
consoles and functions. Furthermore, toll records should be reviewed 
frequently to ensure that no toll fraud is taking place.

PBXs with IP connectivity will require additional IP-centric countermeasures that 
are similar to those required for servers and network devices.

Malware 
Malware is the inclusive term that includes many types of malicious code, including 
viruses, worms, Trojan horses, root kits, and more. Malware is increasingly stealthy and 
potent, and if the past 20 years is any indication, malware will always be one step ahead 
of the measures that try to keep it at bay. 

Blocking malware should not be a matter for discussion, any more than locks on 
the outside doors. The threat is just too real, and the consequences can be devastating.

Malware has many “attack vectors,” meaning it has many ways to get into an orga-
nization, which requires a variety of defenses operating simultaneously. It is no longer 
sufficient to just run antivirus software on end-user workstations; instead, it is necessary 
to employ other means for detecting and filtering malware.
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Malware Threats and Vulnerabilities
Malware is capable of making a wide variety of mischief, as well as serious trouble, for 
organizations. The earliest viruses were relatively benign, whereas contemporary mal-
ware is able to produce a wide range of damage. 

There are several classes of malware:

• Viruses These are fragments of code that attach themselves to .exe files 
(executable programs) and are activated when the program they are attached 
to is run.

• Worms These are stand-alone programs capable of human-assisted and 
automatic propagation. 

• Trojan horses As the name suggests, these are programs that are purported 
to perform one function, but which actually perform other (or additional) 
undesired functions. For example, something might be advertised as a game 
that actually erases files (or does both).

• Spyware This type of software performs one or more surveillance-type 
actions on a computer, reporting back to the spyware owner. The most 
insidious form of spyware is the key logger, a software program (and also an 
implantable hardware device) that records user keystrokes and transmits them 
back to a central location.

• Root kits These are malware designed to hide themselves from the operating 
system as well as evade detection by antivirus software. Some root kits are also 
able to run “underneath” the operating system so that they are undetectable.

• Bots These are agents implanted by other forms of malware and which are 
programmed to obey remotely issued instructions. Collections of bots are 
called bot armies. These are built to create spam, propagate malware, attack 
target systems and networks, and host phishing sites.

The types of damage that malware can cause include:

• Computer slowdowns

• Alteration or destruction of data

• Eavesdropping on communications

• Stolen data

• Attack or damage to other systems

The vulnerabilities that malware is able to exploit include:

• Missing patches Many malware programs are designed to exploit known 
vulnerabilities that remain on many computers that do not have security 
patches installed.

• Unsecure configuration Old, outdated, or incorrectly set configuration 
settings can leave a computer vulnerable to attack. 
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• Faulty architecture Mistakes in a network’s architecture (for example, 

incorrect placement of a firewall that exposes too many systems) or errors 
in implementation can leave systems open to attack.

• Faulty judgment Mistakes and decisions that are based on incomplete 
knowledge can lead to configuration or architecture errors that introduce 
vulnerabilities.

The most common threats associated with malware include:

• Spam Junk e-mail often contains malware, or entices users to connect to web 
sites that contain malware. Spam also includes e-mail messages that advertise 
both legitimate goods and services as well as fakes; prescription medication is 
a good example of the phony merchandise that many people buy in the hopes 
of saving money.

• Phishing Some spam impersonates real government and private institutions, 
pretending to communicate urgent news to customers, who need to act quickly. 
A common ploy is an e-mail message from a bank telling customers that their 
bank accounts will be locked unless they respond by logging in to an imposter 
site. People who fall for these schemes inadvertently provide login credentials 
to thieves, who use them to transfer funds out of their victims’ accounts. Many 
similar schemes exist that attempt to steal money or other valuables from victims.

• Denial of service Some malware deliberately causes computers to malfunction. 
Plus, malware that is designed to rapidly spread from computer to computer 
over networks will cause high volumes of network traffic that make the 
networks, as well as computers, unusable.

• Stolen information Some malware is designed to intercept keystrokes and 
displayed information and relay that data back to a central location. The 
information of greatest interest is credit card numbers, bank account numbers, 
and user ID-and-password combinations for high-value sites such as online 
banking.

The Malware Industry
The face of malware is rapidly changing. Once the purview of hacker-hobbyists 
and script kiddies, malware is now the domain of large organized crime syndi-
cates and cybercrime gangs. These are businesses with investors, research and 
development, and profit sharing. The only thing fundamentally different from 
legitimate businesses is that organized crime is in the business of conducting il-
legal operations, such as financial fraud.

The U.S. Treasury Department published a report in 2006 that claimed that, 
on a worldwide scale, organized crime is now making more profits from Internet-
based fraud than from drug trafficking. And they are just getting better at it.
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Anti-Malware Administrative Controls 
Organizations’ anti-malware controls need to include several administrative controls to 
stop the introduction and spread of malware. These controls include policies such as:

• Spam policy Security policy and awareness training needs to include “don’t 
open strange or unusual e-mail messages, even from people you know” 
guidance to workers. Even in an environment with effective spam filters, some 
spam does get through, so this policy helps users think twice before opening 
them.

• Only business-related Internet access Because some malware spreads 
through malicious code implanted on web sites (and for other reasons like 
lost productivity), organizations may forbid its employees from visiting web 
sites with no direct business purpose.

• No removable media Malware can be introduced via removable media. 
In fact, the earliest viruses were spread via floppy disk. Today, many 
organizations forbid, and even actively block, the use of removable media 
such as USB drives and memory sticks.

• No downloading Because some malware is implanted in downloadable 
software, many organizations have enacted policies that forbid the practice 
of downloading software. Instead, requests are made to the IT service desk if 
additional software or tools are needed.

• No personally owned computers In many organizations, it was once okay 
to access the corporate network remotely using personally owned computers. 
Because the organization is unable to control the spread of malware on 
computers it does not own or control, the right place to draw the line is 
to enact a policy that forbids all but company-owned computers from 
connecting to any network, local or remote. 

Malware: Avoiding Repeats of History
For the most part, organizations are serious about stopping malware at the net-
work boundary. This is because they remember malware attacks of the past 10 
years that incapacitated corporate networks for days at a time. Malware with 
names like I Love You, Code Red, Blaster, and SQL Slammer evoke memories of 
battles to keep corporate networks running.

Those were painful events that resulted in serious business disruption, some-
times enough to affect financial results. Pointed questions from senior executives, 
who often did not understand the rules of the new cyberwars, distracted IT man-
agers from their primary objective: get the malware out of the network!
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Anti-Malware Technical Controls
Because malware is so potent, and because some kinds of malware are able to spread 
without any human interaction or assistance, a defense-in-depth strategy for blocking 
it is needed in most organizations to make sure that malware has few opportunities to 
enter the network.

Anti-malware on all servers and workstations Every workstation should have 
current anti-malware software. It should be configured to perform real-time malware 
detection, plus regular scans (daily in high-risk environments, weekly in others). Users 
should not be able to remove or tamper with anti-malware software, even if they are 
local administrators for their workstations. However, users should be able to perform 
scans on demand if they sense that something new in their system may be infected.

• Anti-malware on e-mail servers E-mail servers should have anti-malware 
programs designed to block malware on incoming and outgoing e-mail. This 
cannot be ordinary anti-malware software, but a type designed to run on an 
e-mail server and interoperate with the e-mail server programs.

• Anti-malware on web proxy servers/filters Organizations should have 
active or passive web proxy servers that have anti-malware software on board. 
This will prevent malware from entering an organization from web sites that 
users are visiting.

• Centralized anti-malware console Organizations should consider using 
enterprise versions of anti-malware software that provide central monitoring 
and configuration consoles. This gives the organization the ability to instantly 
see the “big picture” with regard to anti-malware controls. For instance, a 
console will show which workstations’ anti-malware programs are having 
trouble running or getting new updates and where infections are occurring.

• Intrusion prevention systems Organizations can employ agented or 
agentless intrusion prevention systems (IPSs) that will automatically sense 
activities typical of malware. An IPS has the ability to immediately disconnect 
an infected system from the network so that it cannot infect other systems or 
disrupt network traffic.

• Spam filters A lot of malware (not to mention phishing schemes and fraud) 
enters an organization through e-mail. Centralized spam filters can intercept 
and block spam before it even reaches the e-mail server. Many spam filters 
also have antivirus programs on them to scrub viruses from incoming e-
mail—even when it comes from legitimate, known persons.

• Blocking use of removable media While external memory devices such as 
USB sticks and external hard drives are popular, they do represent a number 
of threats, including malware. Blocking removable media is also one measure 
that is effective against information leakage.
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NOTE NOTE Blocking malware is not a one-time effort of procuring tools. Rather, 
this should be thought of as the “malware wars” that continue for long 
periods and require constant vigilance.

Information Leakage
Information leakage refers to the tendency for sensitive information to leak out of an 
organization’s databases through various means. Blocking opportunities for informa-
tion leakage is a developing area in information technology today.

There are fundamentally two forms of information leakage: accidental and mali-
cious. Accidental leakage occurs when, for instance, an employee selects the wrong re-
cipients in an outgoing e-mail that contains sensitive information and mistakenly sends 
sensitive information to the wrong external party, resulting in a potential security 
breach.

Deliberate information leakage occurs when an employee chooses to acquire sensi-
tive data with the intention of taking it out of the organization.  There are many reasons 
and motivations for this, including:

• Profit Some sensitive information such as credit card and bank account 
numbers are easily sold on the black market.

• Revenge If the employee senses that injustice has occurred—or will occur—
in the organization, the employee may exact a form of revenge by taking 
copies of sensitive information for later use: extortion, exposure, or profit.

Leakage also occurs when malware intercepts logon credentials, resulting in a hack-
er’s ability to log in and steal sensitive information. Leakage is multifaceted and extends 
into other areas, including social engineering, malware, proper HR hiring procedures, 
and more.

Because of the numerous means available for users to deliberately remove data 
from the organization, several measures should be taken to limit those opportunities, 
including:

• Outbound e-mail filtering Outbound e-mail filters that check for 
information leakage can be used to observe what information is leaving 
the organization.

• Block removable media Through centralized automatic policies, 
organizations can prevent the use of USB media, writing to CD-ROM 
discs, and other actions contributing to information leakage.

• Blocking Internet access Users in the most sensitive functions (those with 
access to the most sensitive information) should be prevented from accessing 
any computer or network outside of the organization. This not only reduces 
the likelihood of malware infecting a sensitive system, but also reduces the 
opportunity for leakage.
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• Tighter access controls Organizations should periodically examine their 

access controls for the most sensitive information, looking for ways to further 
reduce the ability for people to access that data, except in situations where 
they must for business purposes. When fewer people have access, there will 
be fewer opportunities for leakage.

• Access logging The organization should improve access logging so that all 
accesses (not just updates) to information are logged. This can be an effective 
detective control, since this would tell the organization who is accessing 
which data records. If the organization discloses the logging to its workers, 
this also becomes a deterrent control, not unlike video surveillance.

• Job rotation Staff members should be periodically shifted into other 
positions so that their opportunities for covertly extracting information 
are fewer. When organizations shift their employees on short notice and 
on sporadic schedules, employees are less likely to engage in information-
pilfering schemes since they do not want to get caught.

• Periodic background checks Organizations should consider periodic 
background checks for employees in positions of access to sensitive 
information. Changes in an employee’s current background may provide 
additional incentives for employees to engage in unauthorized or illegal acts. 
For instance, an employee whose credit background has gone from good 
to terrible may be tempted to find ways to supplement his income, such as 
embezzlement or selling information on the black market. Also, an employee 
who started employment with a clean criminal record may, over time, turn to 
the dark side and enter a lifestyle of crime. That two-week vacation last year 
could actually have been a jail sentence.

NOTE NOTE Employers should understand that a patient employee who is 
determined to remove information from the organization would probably 
be able to do so, despite many controls to prevent it.

Environmental Controls
Computers and networks operate in the physical world. Networks consist of devices 
like routers, switches, and firewalls, plus cabling within and between buildings. Com-
puter systems and network devices are designed to operate within a narrow band of 
temperature, humidity, moisture, and cleanliness. When they operate within these 
bounds, they are likely to provide years of service, but even brief periods outside these 
bounds can significantly shorten the life of many components.

Organizations that employ computers and networks to support vital business pro-
cesses need to provide suitable environments for them. Failure to do so can result in 
higher operating costs and business disruptions due to frequent downtime. This section 
discusses the environmental systems and controls required to maintain a suitable envi-
ronment for computers and networks.

ch06.indd   393 9/15/2009   12:59:01 P



CISA Certified Information Systems Auditor All-in-One Exam Guide

394

Environmental Threats and Vulnerabilities 
Computer systems require special facilities that include reliable electric power, environ-
mental controls, and physical security. By their very nature, the controls that support 
and protect computer systems are complex and require periodic maintenance in order 
to provide reliable service. Redundant controls or systems are often needed for organi-
zations intolerant of downtime.

This section discusses electric power, cooling and humidity controls, fire detection 
and suppression, and physical security.

Electric Power Vulnerabilities
Computer systems require a steady diet of clean electric power. The quality and delivery 
of electric power from virtually every public utility falls far short of the needs required 
by IT systems. Several power-related events threaten the health of computer equipment, 
including:

• Spike or surge This is a sharp increase in voltage that lasts for only a fraction 
of a second.

• Inrush A sudden increase in current flowing to a device, usually associated 
with the startup of a large motor. This can cause a voltage drop that lasts 
several seconds.

• Noise This is the presence of other electromagnetic signals within incoming 
power.

• Dropout This is a momentary loss of power that lasts from a few 
milliseconds to a few seconds.

• Brownout This is a sustained drop in voltage that can last from several 
seconds to several hours.

• Blackout A complete loss of electric power for more than a few seconds.

All of these phenomena can damage computer and network equipment by damag-
ing internal components that make them fail outright or through latent damage that 
may shorten the life of a component.

Physical Environment Vulnerabilities
Computer and network equipment is sensitive to changes in environmental condi-
tions. The conditions that warrant discussion here are:

• Temperature Computer and network equipment generate potentially large 
volumes of waste heat that must be continuously siphoned away. Even a brief 
interruption in environmental systems can cause sharp rises in temperature 
that can damage equipment. Temperature that is too low can cause 
condensation on equipment, which can invite corrosion and even cause short 
circuits when it occurs on electrical components.

• Humidity Computer and network equipment must operate within a narrow 
band of humidity, usually 40 to 55 percent. When humidity drops below 
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40 percent, static buildup can occur that can damage sensitive electronics. 
Excessively high humidity can result in condensation, inviting corrosion and 
short circuits.

• Dust and dirt Computer and network equipment is designed to be used in 
clean environments that are reasonably free of dust and dirt. Dust and dirt can 
accelerate wear in mechanical components and clog air filters, causing heat 
buildup.

• Smoke and fire A fire that is in or near a data center can introduce smoke, 
which can damage computer and network equipment. Fire extinguishing 
agents such as water can also damage sensitive equipment. Fire departments 
often cut electric power to a building when there is a fire, so even equipment 
that is not threatened by the fire will suffer the effects of a blackout.

• Sudden unexpected movement Earthquakes can violently shake equipment, 
pulling it away from its fastenings. Personnel moving equipment may 
accidentally bump into other devices or snag or damage loose cabling.

Environmental Controls and Countermeasures
Several environmental control systems are required to counteract the threats and vul-
nerabilities discussed in this section. When designed and operated properly, these con-
trols will contribute to high reliability and a good service record for IT equipment, 
which is sensitive to environmental conditions.

Electric Power
Because the quality of commercial utility electric power is usually insufficient for sensi-
tive and critical computing equipment, several additional controls may be needed to 
improve the quality and/or quantity of available electric power. These controls are:

Uninterruptible power supply (UPS) This is a system that filters incoming power 
of spikes and other noise, and supplies power for short periods through a bank of bat-
teries. A UPS is sufficient for power outages that last from a few minutes to as long as a 
few hours (provided there is sufficient battery capacity). A UPS provides a continuous 
supply of electricity; when there is a brownout or blackout, power delivered to com-
puter systems is unaffected.

Electric generator This is a system consisting of an internal combustion engine 
powered by gasoline, diesel fuel, or natural gas that spins an electric generator. A gen-
erator can supply electricity for as long as several days, depending on the size of its fuel 
supply and whether it can be refueled.

Dual power feeds An organization that is especially dependent on reliable elec-
tric power can consider using two separate power feeds that would ideally originate 
from separate utility substations.

Power distribution unit (PDU)  A power distribution unit is a device that distrib-
utes electric power to a computer room or data center. A PDU may be large and supply 
dozens of separate power circuits or be as small as a power strip. Some PDUs also have 
voltage step-down capabilities, converting higher-input voltages into voltage levels used 
by computer equipment.

These components are depicted in Figure 6-8.
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It is important to understand present and future electric power requirements so that 
the components discussed here can be appropriately sized. Some organizations with 
high reliability requirements may build fully redundant power systems consisting of 
dual power feeds, dual switchgears, generators, UPSs, and PDUs, delivering fully redun-
dant power to each computer. Organizations that utilize redundant power systems usu-
ally refer to their power systems as “A side” and “B side” systems. Computer and network 
equipment that utilizes dual power supplies can take advantage of redundant power 
systems by connecting one power supply to the A side and one to the B side. This per-
mits systems to continue functioning, even in the event of a complete failure of any 
single component in the facility’s power system.

Temperature and Humidity Controls
Because computing and network equipment sheds a large volume of waste heat, highly 
reliable and adequately sized HVAC (heating, ventilation, and air conditioning) sys-
tems are required.

The temperature in rooms containing computer and network equipment should 
range from 68 to 75ºF, and humidity should range from 40 to 55 percent. In facilities 
with a considerable number of computer systems, this will require highly reliable and 
high-capacity HVAC systems. 

It is recommended that facilities utilize an “N+1” design, which means that there 
should be at least one additional HVAC system than is required to continuously cool 
the facility. For example, if a facility requires four HVAC systems for cooling, then at 
least five HVAC systems should be used. This permits adequate cooling to continue in 
the event one system fails or is being maintained.

Figure 6-8 Components in a facility power system
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Computer facilities should employ continuous temperature and humidity moni-

toring that regularly records readings, and alerts personnel when readings exceed safe 
levels. Sensitive equipment should also have internal temperature monitoring capa-
bilities that alert support personnel when readings exceed tolerance. Systems that are 
sensitive to variations in temperature should have auto-shutdown capabilities in the 
event that support personnel are unable to respond in time.

Many computer rooms and data centers employ a raised floor system consisting of 
removable tiles. The space under the tiles acts as an air plenum for air conditioning 
systems; tiles with holes in them are strategically placed to direct cold air into areas re-
quiring it. Tiled floors are typically 80 to 100 cm above the floor beneath.

Fire Prevention, Detection, and Suppression Controls
Virtually every local government authority requires fire detection, prevention, and sup-
pression controls. However, the minimum controls may be considered inadequate for 
facilities containing expensive computer and network equipment. For example, regula-
tions requiring water sprinkler suppression systems would certainly extinguish a fire in 
a data center, but the water would also cause considerable damage. For this reason, dif-
ferent types of detection and suppression systems are often used to protect valuable 
equipment from fire and suppression agent damage.

Fire Prevention Measures that help to prevent fires in the first place contribute to 
a safer environment. Some measures include:

• Combustibles Materials such as packing boxes and manuals should be 
stored away from computer equipment. Reductions in combustible materials 
make fires less likely to start or spread.

• Cleanliness Dust can sometimes trigger highly sensitive smoke detectors; 
this is another reason to practice good cleanliness measures in data centers.

• Electrical equipment maintenance Maintenance activities such as soldering 
should not be done near computer equipment. Smoke from soldering can 
trigger smoke detectors and cause a discharge in fire suppression agents.

Fire Detection Facilities can be equipped with more than the minimum required 
capabilities for smoke detection. Highly sensitive smoke and heat detection systems are 
available that can provide earlier warning. This gives personnel an added opportunity 
to identify the cause of the fire and suppress it with limited-impact means such as fire 
extinguishers. Such measures help to avoid a larger fire that would require more aggres-
sive suppression measures.

Commercial buildings also employ many manually operated fire alarms, often 
called “pull stations,” where someone who sees a fire can pull the lever to set the alarm 
manually. In most cases, this causes fire alarms and bells to ring but does not trigger fire 
suppression.

Fire Suppression Most commercial facilities are required to have automatic or 
semi-automatic fire suppression systems. While the minimum is usually water-based 
sprinkler systems and a complement of hand-operated fire extinguishers, often an 
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organization will make an investment in more sophisticated suppression systems that 
have less of an impact on computing equipment. But in some locations, even where 
advanced suppression systems are permitted, sometimes water-based systems are still 
required as a backup.

The types of centralized fire suppression systems include:

• Wet pipe In this type of system, all sprinkler pipes are filled with water. 
Each sprinkler head is equipped with a fuse—a heat-sensitive glass bulb— 
that breaks upon reaching a preset temperature. When this occurs, water is 
discharged from just that sprinkler head, which is presumably located near a 
fire. When water begins to flow, an automatic sensor trips a fire alarm. This is 
the most common type of sprinkler system.

• Dry pipe This type of system is used where ambient temperatures often drop 
below freezing. In this type of system, pipes are filled with compressed air. 
When sufficient heat causes one of the sprinkler head fuses to break, a control 
valve releases water into the piping. A delay of up to one minute occurs as 
water flows from the control valve to the sprinkler head.

• Pre-action This type of system is used in areas with high-value contents 
such as data centers. A pre-action system is essentially a dry pipe system until 
a “preceding” event, such as a smoke detector alarm, occurs; at this time, the 
system is filled with water and essentially converted in real time to a wet pipe 
system. Then, if the ambient temperature at any of the sprinkler heads is high 
enough, those fuses break, releasing water to extinguish the fire. Pre-action 
systems are more expensive and complicated than wet pipe or dry pipe systems.

• Deluge This type of system has dry pipes and all of the sprinkler heads are 
open. When the system is operated (for instance, when an alarm is triggered), 
water flows into the pipes and out of all of the sprinkler heads.

• Inert gas Often the choice for use in computer centers because of its low 
impact on computing equipment and high effectiveness in fire suppression. 
Inert gas systems work by displacing oxygen from the room by bringing down 
the concentration of oxygen from the usual 21 percent to a lower figure, which 
slows the advancement of a fire. Through the 1980s, Halon 1301 was the 
substance of choice for inert gas systems. Declared a greenhouse gas in 1987, 
Halon 1301 has been replaced by other substances, such as FM-200.

In addition to centralized fire suppression systems, many commercial buildings are 
required to have hand-operated fire extinguishers. These come in a range of sizes, from 
1 to 30 pounds, and have fire retardants of several types, including:

• Class A: Suitable for ordinary solid combustibles such as wood and paper
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• Class B: Suitable for flammable liquids and gases

• Class C: Suitable for energized electrical equipment

• Class D: Suitable for combustible metals

• Class K: Suitable for cooking oils and fats

The five types listed here are U.S. standards. Different classifications are used in 
other countries.

Larger fire extinguishers are used in some facilities that have 50 pounds or more fire 
retardant. These larger units are mounted on large-wheeled carts that can be pulled to 
the site of a fire.

Cleaning
Facilities containing computing and network equipment need to be kept clean, with 
dirt, dust, and debris kept to a minimum. While computer rooms do not need to be 
kept clean to the same extent as “clean rooms” (facilities that manufacture disk drives 
and computer chips), they do need to be regularly cleaned to prevent the buildup of 
dust, dirt, and other particles that will clog filters and get inside computers and network 
devices, shortening their life span.

Classification Data Center Reliability
The Telecommunications Industry Association (TIA) released the TIA-942 Tele-
communications Infrastructure Standards for Data Centers standard in 2005. The 
standard describes various aspects of data center design, including reliability. The 
standard describes four levels of reliability:

Tier I - Basic Reliability Power and cooling distribution are in a single path. 
There may or may not be a raised floor, UPS, or generator. All maintenance re-
quires downtime.

Tier II - Redundant Components Power is in a single path; there may be 
redundant components for cooling. Includes raised floor, UPS, and generator. 
Most maintenance requires downtime.

Tier III - Concurrently Maintainable Includes multiple power and cooling 
paths, but with only one path active. Includes sufficient capacity to carry power 
and cooling load on one path while performing maintenance on the other path. 
Includes raised floor, UPS, and generator.

Tier IV - Fault Tolerant Includes multiple active power and cooling distri-
bution paths. Includes redundant components, including UPS and generator. In-
cludes raised floor.
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Physical Security Controls
Physical security controls are primarily concerned with the protection of valuable or 
sensitive facilities (including those with computers and network devices) from unau-
thorized personnel. Controls are used to detect or prevent the entry of unwanted per-
sons at these facilities. This section describes typical threats and vulnerabilities related 
to physical security and the controls and countermeasures that can be employed to 
protect a facility.

Physical Access Threats and Vulnerabilities
The threats and vulnerabilities in the realm of physical security are all associated with 
unwanted persons at business premises. A site without proper security controls may be 
subject to one or more threats, including these:

• Theft Persons who are able to enter a building may be able to steal 
equipment, records, or other valuable items.

• Sabotage Persons who may enter a building or work site may be able to 
damage or destroy valuable equipment or records.

• Espionage Persons may wish to conduct espionage in order to acquire 
information about the organization.

• Covert listening devices These are listening devices that can be placed in 
a building to overhear conversations and transmit them to a receiver located 
in a remote location. Covert listening devices are commonly known as bugs. 
Sometimes intruders plant bugs; bugs can also be hidden in articles that are 
delivered to a building (for example, in flower bouquets or gift baskets). 

• Tailgating This is a specific technique that intruders may use when 
attempting to enter a building; they may follow an employee into a building 
without showing their own security credentials (for example, a keycard). This 
practice is also known as piggybacking.

• Propped doors Sometimes a front, rear, or side door that is equipped with 
security controls will be propped open for various reasons, including hot 
weather (to permit a cooling breeze to enter and cool the building), frequent 
traffic moving in or out, or persons going out for a quick smoke who don’t 
want the hassle of having to return to the building through another door.

• Poor visibility A facility may have exterior features that permit an 
unauthorized person to lurk about without being noticed. The person may be 
able to gain entry if he can discover a weakness before he is noticed himself.

Physical Access Controls and Countermeasures
Several controls can be used to improve the physical security of a worksite, reducing the 
threat of intruders and resultant theft or damage. Some of these controls are:
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• Keycard systems Authorized persons are issued electronically activated ID 

cards that can be used to momentarily activate entry doors that are usually 
locked. These systems record the date and time that persons entered each 
door. Some keycard systems are also equipped with a “PIN pad” that requires 
the person to enter a numeric PIN before the door will unlock. This helps to 
prevent someone who finds a keycard from entering a facility. Keycard systems 
can also utilize biometrics such as palm scan, fingerprint scan, or iris scan.

• Cipher locks These are electronic or mechanical doors equipped with 
combination locks. Only persons who know the combination may unlock 
the door. Some cipher locks can be equipped with different combinations for 
each person and also record each entry.

• Fences, walls, and barbed wire These barriers are used to prevent 
unauthorized persons from approaching a building, keeping them at 
a safe distance.

• Bollards and crash gates These barriers prevent the entry of vehicles into 
protected areas. Some bollards can be retracted or removed when needed. Crash 
gates are hard barriers that lift into position, preventing the entry (or exit) of 
unauthorized vehicles, and can be lowered to permit authorized vehicles.

• Video surveillance The use of video cameras, monitors, and recording 
systems can be used to record the movement of persons in or near sensitive 
areas. 

• Visual notices This includes signs and placards that warn intruders that 
premises are monitored and protected.

• Bug sweeping Because most covert listening devices emit radio frequency 
radiation, it is possible to detect them through the use of a bug sweeper. 

• Security guards These are personnel who control passage at entry points or 
roam building premises looking for security issues such as unescorted visitors.

• Guard dogs These assist security guards and can be used to apprehend and 
control trespassers.

NOTE NOTE A detailed risk analysis, including a study of physical facilities and 
access controls, should be used to determine which controls are appropriate 
for a facility.

Auditing Asset Protection
Auditing asset protection requires substantial knowledge about information technolo-
gy, threats, vulnerabilities, countermeasures, and common asset protection practices. 
The IS auditor who lacks this knowledge will likely overlook threats or vulnerabilities 
that might be obvious to more knowledgeable auditors.
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Auditing Security Management
Auditing security management activities requires attention to several key activities, in-
cluding:

• Policies, processes, procedures, and standards The auditor should request 
and examine information security policies to see what processes are required. 
This should be followed by requests to examine process and procedure 
documentation for key processes that are cited in security policies. The IS 
auditor should review the entire body of information security policy to 
determine if there is adequate coverage on every topic. Rather than examine 
the organization’s security policy in a vacuum, it should be compared to an 
industry standard, such as ISO 17799, to ensure that the organization has not 
omitted any topic that should be included in its security policy.

• Records For those security management processes that usually have associated 
recordkeeping, the auditor should examine business records to see whether 
processes are active.

• Security awareness training The auditor should examine training materials, 
training procedures, and training records to determine the effectiveness of the 
organization’s security awareness training program. In various walkthroughs 
on this and other topics, the IS auditor should ask questions related to security 
awareness training, such as, “Have you received security awareness training?”, 
“Does your organization have a security policy?”, or “What security procedures 
are required for laptop computers?” to see whether employees can corroborate 
the effectiveness of the security awareness program.

• Data ownership and management The IS auditor should inquire about 
the methodology used to determine ownership and management of business 
data. The key point with data ownership and management is accountability: 
When someone is responsible for management of a given data set, that person 
will ensure that only authorized parties have access to it and will take steps 
to ensure the continuing integrity of the data. The auditor should determine 
if there are company-wide policies and procedures on data management, or 
whether this is a disorganized or undocumented activity.

• Data custodians Often, business owners of information and systems 
delegate management to the IT department, who will manage access on their 
behalf. If an organization manages data in this way, the IS auditor should 
identify whether data custodians effectively carry out the wishes of the data 
owner, or whether data custodians act on their own as if they are the owner.

• Security administrators Often, an IT department will handle the day-to-day 
responsibilities of managing access to, and integrity of, business data. The IS 
auditor should determine if IT staff are knowledgeable about these duties and 
qualified to carry them out.

• New and existing employees Data management is implicitly every employee’s 
responsibility. As individuals who are entrusted to properly access and use 
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company data, individual employees are obligated to handle data properly, to 
keep data confidential, and to be alert for any misuse of data. The IS auditor 
should determine if any policies exist on this topic and whether security 
awareness training covers this theme.

Auditing Logical Access Controls
Auditing logical access controls requires attention to several key areas, including:

• Network access paths

• User access controls

• User access logs

• Investigative procedures

• Internet points of presence

These topics are discussed in depth in this section.

Network Access Paths
The IS auditor should conduct an independent review of the IT infrastructure to map out 
the organization’s logical access paths. This will require considerable effort and may re-
quire the use of investigative and technical tools, as well as specialized experts on IT 
network architecture. The reason for this is that the IT network may have undocumented 
access paths that are deliberately hidden from most personnel, or the network may have 
unexpected access paths due to incorrect configuration of even a single device. For in-
stance, the IS auditor or a security specialist may discover a hidden, unauthorized Wi-Fi 
access point in an office or data center network or a network back door in the form of a 
dial-in modem. The presence of deliberate or accidental back doors is a particular prob-
lem in larger organizations with highly complex network infrastructures that have many 
interconnections within the network and with external parties. Any of those connections 
could be a wide-open back door. Proving the absence of such a path is similar to the 
analogy of proving that there is no spider in the room where you are now.

The IS auditor should request network architecture and access documentation to 
compare what was discovered independently against existing documentation. The au-
ditor will need to determine why any discrepancies exist.

Similar investigations should take place for each application to determine all of the 
documented and undocumented access paths to functions and data. This topic is ex-
plored in Chapter 4, “IT Life-Cycle Management.”

Auditing User Access Controls
User access controls are often the only barrier between unauthorized parties and sensi-
tive or valuable information. This makes the audit of user access controls particularly 
significant. Auditing user access controls requires keen attention to several key factors 
and activities in four areas:

• User access controls, to determine if the controls themselves work as designed

• User access provisioning, to determine if provisioning processes are effective
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• Password management, to determine if passwords are effectively managed

• Employee transfers and terminations, to determine if accesses are managed 
and removed effectively

NOTE NOTE The IS auditor should not become so entrenched in the details of 
user access controls as to lose the big picture. One of the responsibilities of 
the IS auditor is to continue to observe user access controls from the “big 
picture” perspective to determine if the entire set of controls works together 
to effectively manage this important process.

Auditing User Access Controls Auditing user access controls requires atten-
tion to several factors, including:

• Authentication The auditor should examine network and system resources 
to determine if they require authentication, or whether any resources can be 
accessed without first authenticating.

• Authentication bypass The auditor should examine network and system 
resources to determine if it is possible to bypass user authentication methods. 
This may require the use of specialized tools or techniques. This needs to 
include penetration testing tools and application scanning tools to determine 
the presence of vulnerabilities that can be exploited to bypass authentication. 
For highly valued or sensitive data and applications that are Internet-accessible, 
hackers will certainly try these techniques in attempts to access and steal this 
information; the organization’s security staff should regularly attempt to 
determine the presence of any such vulnerabilities.

• Access violations The auditor should determine if systems, networks, and 
authentication mechanisms have the ability to log access violations. These 
usually exist in the form of system logs showing invalid login attempts, which 
may indicate intruders who are trying to log in to employee user accounts.

• User account lockout The auditor should determine if systems and 
networks have the ability to automatically lock user accounts that are the 
target of attacks. A typical system configuration is one that will lock a user 
account after five unsuccessful login attempts within a short period. Such 
a control helps to prevent automated password guessing attacks. Without 
such detective and preventive controls, intruders could write scripts to guess 
every possible password until a user’s correct password was guessed correctly, 
thereby enabling an intruder to log in to a user account. Systems use different 
methods for unlocking such locked accounts: some will automatically unlock 
after a “cooling off period” (usually 30 minutes), or the user is required 
to contact the IT service desk and, after properly identifying themselves, 
get the account manually unlocked. The IS auditor should obtain policies, 
procedures, and records for this activity.
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• Intrusion detection and prevention The auditor should determine if there 

are any IDSs or IPSs that would detect authentication-bypass attempts. The 
auditor should examine these systems to see whether they have up-to-date 
configurations and signatures, whether they generate alerts, and whether the 
recipients of alerts act upon them.

• Dormant accounts The IS auditor should determine if any automated 
or manual process exists to identify and close dormant accounts. Dormant 
accounts are user (or system) accounts that exist but are unused. These 
accounts represent a risk to the environment, as they represent an additional 
path between intruders and valuable or sensitive data. A dormant account 
could also be a back door, deliberately planted for future use. But chances 
are that most dormant accounts are user accounts that were assigned to 
persons who ended up not needing to access the environment, or terminated 
employees whose accounts were never cleaned up.

• Shared accounts The IS auditor should determine if there are any shared 
user accounts; these are user accounts that are routinely (or even infrequently) 
used by more than one person. The principal risk with shared accounts is the 
inability to determine accountability for actions performed with the account. 
Through the 1990s, information systems were routinely designed with shared 
user accounts, and many such systems continue to use shared accounts. To 
the greatest extent possible, shared user accounts should be identified as audit 
exceptions and be replaced with individual user accounts.

• System accounts The IS auditor should identify all system-level accounts 
on networks, systems, and applications. The purpose of each system account 
should be identified, and it should be determined if each system account 
is still required (some may be artifacts of the initial implementation or of 
an upgrade or migration). The IS auditor should determine who has the 
password for each system account, whether accesses by system accounts are 
logged, and who monitors those logs.

Auditing Password Management Auditing password management requires at-
tention to several key technologies and activities, including:

• Password standards The IS auditor needs to examine password 
configuration settings on information systems to determine how passwords 
are controlled. Some of the areas requiring examination are:

• Minimum length: How many characters must a password have and whether 
there is a maximum length

• Complexity: Whether passwords must contain various types of characters 
(lowercase alphabetic, uppercase alphabetic, numeric, symbols), whether 
dictionary words are permitted, and whether permutations of the user ID 
are permitted
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• Expiration: How frequently must passwords be changed

• History: Whether former passwords may be used again

• Minimum time between changes: Whether users are permitted to change 
their passwords frequently (for instance, to cycle back to the familiar 
password they are used to)

• Display: Whether the password is displayed when logging in or when 
creating a new password

• Transmission: Whether the password is encrypted when transmitted over 
the network or if it is transmitted in plaintext

• Storage: Whether the password is stored encrypted or hashed, or if it is 
stored in plaintext. If it is stored encrypted or in plaintext, the IS auditor 
needs to determine who has access to it.

• Account lockout The IS auditor should determine if systems automatically 
lock user accounts after a series of unsuccessful login attempts. The auditor 
should determine how locked user accounts are unlocked—whether 
automatically or manually—and whether these events are logged.

• Access to encrypted passwords The IS auditor should determine if end users 
are able to access encrypted/hashed passwords, which would enable them 
to use password cracking tools to discover other users’ and administrative 
passwords.

• Password vaulting The IS auditor should determine if users are encouraged 
or required to use password vaulting tools for the safe storage of passwords 
and if administrative passwords are vaulted for emergency use.

Auditing User Access Provisioning Auditing the user access provisioning pro-
cess requires attention to several key activities, including:

• Access request processes The IS auditor should identify all user access 
request processes and determine if these processes are used consistently 
throughout the organization. The auditor should determine if there is one 
central user access request process, or if each environment has a separate 
process. The auditor should identify what data elements are required in a 
user access request—for instance, if the request specifies why and for how long 
the user needs this access. The auditor should examine business records to 
determine how access requests are documented.

• Access approvals When studying the user access process, the IS auditor 
needs to determine how requests are approved and by what authority they 
are approved. The auditor should determine if system or data owners approve 
access requests, or if any accesses are ever denied (if no access requests are 
denied, the IS auditor should see if all requests are merely “rubber stamped” 
without any real scrutiny). The auditor should examine business records to 
look for evidence of access approvals.
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• New employee provisioning The IS auditor should examine the new 

employee provisioning process to see how a new employee’s user accounts 
are initially set up. The auditor should determine how a new employee’s 
initial roles are determined: Does a new user have an established “template” 
of accesses, or do requests simply state, “make John’s access just like Susan’s”? 
The auditor should determine if new employees’ managers are aware of 
the access requests that their employees are given and if they are excessive. 
Furthermore, the IS auditor should determine if access to applications requires 
any initial training of the user of the application, or if the organization just 
“turns them loose” to figure out how the application is supposed to be 
used. The IS auditor also needs to determine how initial user credentials 
are communicated to the new employee and if the method is secure and 
reasonable.

• Segregation of duties (SOD)  The IS auditor should determine if the 
organization makes any effort to identify segregation of duties. This may 
include whether there are any SOD matrices in existence and if they are 
actively used to make user access request decisions. Furthermore, the IS 
auditor should determine if the organization performs SOD reviews to 
identify persons who have access privileges within or among applications 
that would constitute SOD violations. The auditor should determine how 
violations are managed when they are found.

• Access reviews The IS auditor should determine if there are any periodic 
access reviews and what aspects of user accounts are reviewed; this may 
include termination reviews, internal transfer reviews, SOD reviews, and 
dormant account reviews.

Auditing Employee Terminations Auditing employee terminations requires 
attention to several key factors, including:

• Termination process The IS auditor should examine the employee 
termination process and determine its effectiveness. This examination should 
include understanding how terminations are performed and how user account 
management personnel are notified of terminations. The auditor should 
identify specific security policies to determine how quickly user accounts 
should be terminated. The auditor should examine HR records to see if all 
employee terminations correspond to user account management termination 
records.

• Timeliness The IS auditor should examine termination records and the 
records on individual information systems to determine if user accounts are 
terminated in a timely manner. Typically, user accounts should be terminated 
within one business day, but in environments with particularly valuable or 
sensitive information, terminations should be processed within minutes or 
hours of a termination to ensure that a terminated employee cannot access 
systems immediately after being terminated (when passions often run high).
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• Access reviews The IS auditor should determine if any internal reviews of 

terminated accounts are performed, which would indicate a pattern of concern 
for effectiveness in this important activity. If such reviews are performed, the 
auditor should determine if any missed terminations are identified and if any 
process improvements are undertaken.

• Contractor access and terminations In most organizations, a contractor’s 
tenure is not managed by HR, so the IS auditor needs to determine how 
contractor access and termination is managed and if such management is 
effective. The classic problem with contractors is that it’s sometimes difficult 
to precisely determine when a contractor no longer requires access to a system 
or network. The reason for this uncertainty lies in the nature of the contracted 
work: Sometimes the contractor performs services sporadically or on request, 
and sometimes months or even years pass between these events. Furthermore, 
contractors are often hired and fired by internal managers without any 
notification to or tracking by HR. In light of these aspects, it can be difficult 
to determine the effectiveness of contractor-related access management.

Auditing Access Logs
Auditing access logs requires attention to several key points, including:

• Access log contents The IS auditor needs to determine what events are 
recorded in access logs. Events may include every user login and granular 
information, such as every program run and file accessed, or logs may include 
only invalid logon attempts (or not even that). The IS auditor needs to 
understand the capabilities of the system being audited and determine if the 
right events are being logged, or if logging is suppressed on events that should 
be logged.

• Centralized access logs The IS auditor should determine if the organization’s 
access logs are aggregated or if they are stored on individual systems.

• Access log protection The IS auditor needs to understand access log 
protection mechanisms. Primarily, the auditor needs to determine if access 
logs can be altered, destroyed, or attacked to cause the system to stop logging 
events. For especially high-value and high-sensitivity environments, the IS 
auditor needs to determine if logs should be written to digital media that is 
unalterable, such as optical WORM (write once read many) media.

• Access log review The IS auditor needs to determine if there are policies, 
processes, or procedures regarding access log review. The auditor should 
determine if access log reviews take place, who performs them, how issues 
requiring attention are identified, and what actions are taken when necessary.

• Access log retention The IS auditor should determine how long access logs 
are retained by the organization and if they are backed up.
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Auditing Investigative Procedures
Auditing investigative procedures requires attention to several key activities, including:

• Investigation policies and procedures The IS auditor should determine 
if there are any policies or procedures regarding security investigations. This 
would include who is responsible for performing investigations, where 
information about investigations is stored, and to whom the results of 
investigations are reported.

• Computer crime investigations The IS auditor should determine if there 
are policies, processes, procedures, and records regarding computer crime 
investigations. The IS auditor should understand how internal investigations 
are transitioned to law enforcement.

• Computer forensics The IS auditor should determine if there are procedures 
for conducting computer forensics. The auditor should also identify tools 
and techniques that are available to the organization for the acquisition and 
custody of forensic data. The auditor should identify whether any employees 
in the organization have received computer forensics training and are 
qualified to perform forensic investigations.

Auditing Internet Points of Presence
The IS auditor who is performing a comprehensive audit of an organization’s system 
and network system needs to perform a “points of presence” audit to discover what 
technical information is available about the organization’s Internet presence. Some of 
the aspects of this intelligence gathering include:

• Search engines Google, Yahoo!, and other search engines should be consulted 
to see what information about the organization is available. Searches should 
include the names of company officers and management, key technologists, 
and any internal-only nomenclature such as the names of projects.

• Social networking sites Social networking sites such as Facebook, LinkedIn, 
MySpace, and Twitter should be searched to see what employees, former 
employees, and others are saying about the organization. Any authorized 
or unauthorized “fan pages” should be searched as well.

• Online sales sites Sites such as Craigslist and eBay should be searched to see 
if anything related to the organization is sold online.

• Domain names The IS auditor should verify contact information for 
known domain names, as well as related domain names. For instance, for the 
organization mycompany.com, organizations should search for domain names 
such as mycompany.net, mycompany.info, and mycompany.biz to see if they are 
registered and what contents are available.
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Justification of Online Presence The IS auditor should examine business re-
cords to determine on what basis the organization established online capabilities such 
as e-mail, Internet-facing web sites, Internet e-commerce, Internet access for employees, 
and so on. These services add risk to the business and consume resources. The auditor 
should determine if a viable business case exists to support these services or if they exist 
as a “benefit” for employees.

Auditing Network Security Controls
Auditing network security controls requires a thorough understanding of network tech-
nologies, network security techniques, and the architecture of the organization’s net-
work being audited. Any gaps in understanding may lead to insufficient scrutiny of the 
network, possibly resulting in a failure to identify serious deficiencies.

Architecture Review
The IS auditor needs to conduct a meticulous review of the organization’s network ar-
chitecture. This will require an examination of architecture diagrams and documents, 
walkthroughs with key systems and network staff, and inspection of many system and 
network device configuration files.

NOTE NOTE The IS auditor needs to conduct an investigation into the available 
network paths, independent of any examination of documents, in order to 
discover any undocumented or unintended paths. This process is explained 
in more detail earlier in this section.

Auditing architecture requires attention to several key details, including:

• Architecture diagrams The IS auditor should obtain and become familiar 
with high-level and detailed architecture diagrams that show the logical 
relationships between key network and system features.

• Architecture documents Visual diagrams are usually accompanied by 
written documents that describe the purpose of various architectural features. 
The IS auditor should use these documents to supplement diagrams to get a 
more complete picture of the network architecture.

• Support of business objectives The IS auditor should determine if the 
network’s architecture supports key business objectives.

• Compliance with security policy The IS auditor should determine if the 
network’s architecture is compliant with the organization’s security policy. 
This may include the logical segregation of business functions, protection 
of key assets, and separation of responsibilities between departments.

• Comparisons of documented versus actual The IS auditor should examine 
several key points in the documented network architecture to see if the network’s 
configuration actually reflects its documented design. The IS auditor should 
seek to understand any discrepancies found.
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• Change and review process The IS auditor should determine if the 

organization has any processes used to identify, review, and approve any 
network architecture changes. This is described more fully in the next section.

Auditing Network Access Controls
Auditing network access controls requires attention to several key factors and activities, 
including:

• User authentication In environments that employ network-centric user 
authentication (such as Microsoft Active Directory or LDAP), IS auditors need 
to apply the full range of user access control audit. See the section, “Auditing 
User Access Controls,” earlier in this chapter for a detailed discussion on this 
topic.

• Firewalls The IS auditor should examine network architecture (described 
earlier in this section) and understand the role of firewalls in the network. 
With this understanding, the auditor should carefully examine network 
security policies, firewall access control lists, and configurations to determine 
if firewalls support security policy. The auditor should also examine change 
control records and firewall change records to determine if all firewall changes 
are approved and applied properly.

• Intrusion detection system (IDS)  The IS auditor should examine network 
security policy and IDS settings and logs to see if they detect violations of 
security policy.

• Remote access The IS auditor should examine remote access policy to 
determine acceptable remote access scenarios. The auditor should then 
examine remote access servers and some workstations to determine if remote 
access infrastructure supports and enforces policy. Some issues to consider 
when auditing remote access include:

• Whether user authentication is any more difficult over remote access than 
on the physical network

• Whether remote access clients allow split tunneling

• Whether remote access permits non-company-owned computers to 
remotely access network resources

• Whether workstations missing security patches are permitted to connect via 
remote access

• Whether workstations with nonfunctioning or out-of-date antivirus 
software are permitted to connect

• Dial-up modems The IS auditor should determine if dial-up modems are 
permitted in the infrastructure. The auditor should use tools to independently 
verify if any dial-up modems exist in the infrastructure and if they permit 
access to the network.
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Auditing Change Management 
Auditing network change management requires attention to several key factors and 
activities, including:

• Change control policy The IS auditor should examine the organization’s 
change control policy to understand how change is supposed to be controlled 
and managed.

• Change logs The IS auditor should determine if information systems 
contain automatic logs that contain all changes to systems and if these logs 
are reviewed by IT staff to ensure that only approved changes are being made 
to systems. The auditor should examine procedures and records to determine 
what actions are taken when unapproved changes are discovered.

• Change control procedures The IS auditor needs to examine change control 
procedures and examine records to determine if procedures are effective and 
are being followed.

• Emergency changes The IS auditor should examine change control policy, 
procedures, and records to see how emergency changes are handled and how 
they are approved.

• Rolled-back changes The IS auditor should examine change control records 
to see what changes needed to be rolled back because of problems. The 
auditor should determine how these situations were handled.

• Linkage to software development life cycle (SDLC)  The IS auditor 
should understand how the organization’s software development life cycle 
is integrated with its change management processes to ensure that only 
completed and properly functioning software changes are proposed for 
promotion into production.

NOTE NOTE The IS auditor should examine all of these aspects of change 
management to understand whether the organization is really in control 
of its environment.

Auditing Vulnerability Management 
Auditing vulnerability management requires attention to several key factors and activi-
ties, including:

• Alert management The IS auditor should determine if the organization 
actively searches for or subscribes to security alert bulletins. The auditor 
should examine procedures and records to see if any alert bulletins result in 
responsive actions such as applied security patches or configuration changes.

• Penetration testing The IS auditor should determine if the organization 
performs any penetration testing on its own network and system infrastructure. 
The auditor should examine procedures and records to determine if the 
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organization’s penetration testing program is effective. The auditor should 
see if vulnerabilities are mitigated and confirmed.

• Application scanning The IS auditor should determine if the organization 
performs any application vulnerability scanning on its software applications 
to identify vulnerabilities. He or she should examine procedures and records 
to determine if the organization’s application scanning process is effective.

• Patch management The IS auditor should examine procedures and records 
to determine if the organization performs any patch management activities. 
These activities might consist of a periodic review of available security and 
functionality patches and whether any patches are applied to production 
systems. The auditor should determine if patches are tested on nonproduction 
environment systems to understand their impact.

Complementary Penetration Testing The IS auditor should consider the use 
of penetration testing during a network security audit. The purpose of penetration test-
ing is to identify active systems on a network and to discover the services that are active 
on those systems. Many penetration testing tools go a step further and identify vulner-
abilities on systems.

Auditing Environmental Controls 
Auditing environmental controls requires knowledge of building mechanical and elec-
trical systems as well as fire codes. The IS auditor needs to be able to determine if such 
controls are effective and if they are cost-effective. Auditing environmental controls re-
quires attention to these and other factors and activities, including:

• Power conditioning The IS auditor should determine if power conditioning 
equipment, such as UPS, line conditioners, surge protectors, or motor 
generators, are used to clean electrical anomalies such as noise, surges, 
sags, and so on. He or she should examine procedures and records to see 
how frequently this equipment is inspected and maintained and if this is 
performed by qualified personnel.

• Backup power The IS auditor should determine if backup power is available 
via electric generators or UPS and how frequently they are tested. He or she 
should examine maintenance records to see how frequently these components 
are maintained and if this is done by qualified personnel. 

• Heating, ventilation, and air conditioning (HVAC)  The IS auditor should 
determine if HVAC systems are providing adequate temperature and humidity 
levels, and if they are monitored. Also, the auditor should determine if HVAC 
systems are properly maintained and if qualified persons do this.

• Water detection The IS auditor should determine if any water detectors are 
used in rooms where computers are used. He or she should determine how 
frequently these are tested and if they are monitored.
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• Fire detection and suppression The IS auditor should determine if fire 

detection equipment is adequate, if staff members understand their function, 
and if they are tested. He or she should determine how frequently fire 
suppression systems are inspected and tested, and if the organization has 
emergency evacuation plans and conducts fire drills. The auditor should 
examine the inspection tags on fire suppression equipment, including 
sprinkler valves and fire extinguishers, to see if their inspections are up-to-
date. He or she should check the walls in data centers to ensure that they 
extend all the way to the real floor and ceiling, and not merely to the raised 
floor and dropped ceiling.

• Cleanliness The IS auditor should examine data centers to see how clean 
they are. IT equipment air filters and the inside of some IT components 
should be examined to see if there is an accumulation of dust and dirt.

NOTE NOTE The IS auditor may need to consult with electrical and mechanical 
engineers to determine if power conditioning, backup power, HVAC systems, 
and fire detection and suppression equipment are in good working order and 
are adequately sized to meet the organization’s needs.

Auditing Physical Security Controls 
Auditing physical security controls requires knowledge of natural and manmade haz-
ards, physical security controls, and access control systems.

Siting and Marking
Auditing building siting and marking requires attention to several key factors and fea-
tures, including:

• Proximity to hazards The IS auditor should estimate the building’s distance 
to natural and manmade hazards, such as: 

• Dams

• Rivers, lakes, and canals

• Natural gas and petroleum pipelines

• Water mains and pipelines

• Earthquake faults

• Areas prone to landslides

• Volcanoes

• Severe weather such as hurricanes, cyclones, and tornadoes

• Flood zones

• Military bases

• Airports

• Railroads

• Freeways
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The IS auditor should determine if any risk assessment regarding hazards has been 

performed and if any compensating controls that were recommended have been car-
ried out.

• Marking The IS auditor should inspect the building and surrounding area to 
see if building(s) containing information processing equipment identify the 
organization. Marking may be visible on the building itself, but also on signs 
or parking stickers on vehicles.

Auditing Physical Access Controls
Auditing physical access controls requires attention to several key factors, including:

• Physical barriers This includes fencing, walls, barbed/razor wire, bollards, 
and crash gates. The IS auditor needs to understand how these are used to 
control access to the facility and determine their effectiveness.

• Surveillance The IS auditor needs to understand how video and human 
surveillance are used to control and monitor access. He or she needs to 
understand how (and if) video is recorded and reviewed, and if it is effective 
in preventing or detecting incidents.

• Guards and dogs The IS auditor needs to understand the use and 
effectiveness of security guards and guard dogs. Processes, policies, procedures, 
and records should be examined to understand required activities and how 
they are carried out.

• Keycard systems The IS auditor needs to understand how keycard systems 
are used to control access to the facility. Some points to consider include:

• Work zones: Whether the facility is divided into security zones and which 
persons are permitted to access which zones

• Records: Whether keycard systems record personnel movement

• Provisioning: What processes and procedures are used to issue keycards to 
employees. See the earlier section on managing user access for more details.

• Access reviews: Whether the organization performs reviews of access logs 
and user access lists

• Visitors: How visitors are handled in terms of building access

• Incidents: What procedures are in place to respond to access incidents

Notes
• The foundation of an effective information security program is an information 

security policy that includes executive support and well-defined roles and 
responsibilities.

• A security awareness program is used to communicate security policy, procedures, 
and other security-related information to an organization’s employees. Security 
training should be administered upon hire and regularly thereafter.
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• An organization needs to continuously monitor and periodically audit its 

processes and systems to ensure that security controls effectively protect 
information systems and assets.

• An information classification program defines levels of sensitivity and 
handling procedures for each classification level.

• Access controls are used to control access to programs and data. Access 
control methods include authentication, authorization, access control lists, 
and encryption, as well as physical access controls. Access controls are usually 
implemented in several technology layers, including physical, operating system, 
database, and application. Because access controls are subject to a variety of 
threats, they should be regularly tested to ensure that they remain effective.

• Third-party service organizations that store, transmit, or process an 
organization’s information should be required to implement controls that 
result in a level of risk that is the same or lower than if the organization 
managed it themselves.

• An organization should implement controls to ensure that its personnel have 
an appropriate background prior to employment and that their behavior is 
monitored and controlled during employment.

• Organizations need to implement controls to prevent and processes to 
respond to computer crimes and security incidents. Response processes 
should be periodically tested. Some personnel should be trained in forensic 
investigation techniques.

• Stored information needs to be protected through several controls, including 
access controls and logging, sound user access management processes, patch 
management, vulnerability management, anti-malware, system hardening, 
and backup.

• Organizations need to implement effective network security controls, 
including firewalls and other access controls, protection of mobile devices, 
encryption of sensitive communications, protection of wireless networks, and 
prevention of information leakage, all to control access and prevent security 
incidents.

• Organizations need to implement effective controls to assure high-integrity 
environments for their computer systems and networks. These controls 
include power conditioning and backup power systems, temperature and 
humidity control, and fire detection and suppression systems.

Summary
Information security management is concerned with the identification and protection 
of valuable and sensitive assets. Security management begins with executive support of 
the organization’s information security program, including the development and en-
forcement of an organization-wide information security policy. Several processes also 
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support security management, including security monitoring, auditing, security aware-
ness training, incident response procedures, information classification, vulnerability 
management, service provider management, and corrective and preventive action pro-
cesses.

Security roles and responsibilities need to be explicitly developed and communi-
cated. Managers and staff need to demonstrate knowledge of their roles and responsi-
bilities through proper decisions and actions.

Access management is a critical activity in a security management program. Access 
controls are often the only thing standing between valuable or sensitive information 
and parties who wish to access it. Access management consists of several separate but 
related processes, including user access management, network access management, and 
access log review.

Computers are used as instruments of crimes, can be used to support criminal activ-
ity, and are the target of crimes. Criminal activities are a threat to organizations, wheth-
er the activity is espionage, data theft, fraud, or sabotage.

Several techniques are used to protect sensitive and valuable information from dis-
closure to unauthorized parties. These techniques include user access controls, network 
access controls, anti-malware, system and network hardening, and encryption. Many 
threats exist that require a variety of countermeasures, many of which require continu-
ous vigilance and effort.

Physical and environmental controls are required to safeguard the physical safety 
and reliability of computing and network equipment. These controls include power 
system improvements; heating, cooling, and humidity controls; fire control systems; 
and physical access controls, such as keycard systems, fences, walls, and video surveil-
lance.

Questions

 1. A fire sprinkler system has water in its pipes, and sprinkler heads emit water 
only if the ambient temperature reaches 220ºF. What type of system is this?

 A. Deluge

 B. Post-action

 C. Wet pipe

 D. Pre-action

 2. An organization is building a data center in an area frequented by power 
outages. The organization cannot tolerate power outages. What power system 
controls should be selected?

 A. Uninterruptible power supply and electric generator

 B. Uninterruptible power supply and batteries

 C. Electric generator

 D. Electric generator and line conditioning

ch06.indd   417 9/15/2009   12:59:07 P



CISA Certified Information Systems Auditor All-in-One Exam Guide

418
 3. An auditor has discovered several errors in user account management: many 

terminated employees’ computer accounts are still active. What is the best 
course of action?

 A. Improve the employee termination process

 B. Shift responsibility for employee terminations to another group

 C. Audit the process more frequently

 D. Improve the employee termination process and audit the process more 
frequently

 4. An auditor has discovered that several administrators in an application 
share an administrative account. What course of action should the auditor 
recommend?

 A. Implement activity logging on the administrative account

 B. Use several named administrative accounts that are not shared

 C. Implement a host-based intrusion detection system

 D. Require each administrator to sign nondisclosure and acceptable-use 
agreements

 5. An organization that has experienced a sudden increase in its long-distance 
charges has asked an auditor to investigate. What activity is the auditor likely 
to suspect is responsible for this?

 A. Employees making more long-distance calls

 B. Toll fraud

 C. PBX malfunction

 D. Malware in the PBX

 6. An auditor is examining a key management process and has found that the 
IT department is not following its split-custody procedure. What is the likely 
result of this failure?

 A. One or more individuals are in possession of the entire password for an 
encryption key

 B. One or more individuals are in possession of encrypted files

 C. Backup tapes are not being stored at an off-site facility

 D. Two or more employees are sharing an administrative account

 7. A programmer is updating an application that saves passwords in plaintext. 
What is the best method for securely storing passwords?

 A. Encrypted with each user’s public key

 B. Encrypted with a public key

 C. Encrypted with a private key

 D. Hashed
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 8. An organization experiences frequent malware infections on end-user 

workstations that are received through e-mail, despite the fact that workstations 
have antivirus software. What is the best measure for reducing malware?

 A. Antivirus software on web proxy servers

 B. Firewalls

 C. Antivirus software on e-mail servers

 D. Intrusion prevention systems

 9. An auditor has reviewed the access privileges of some employees and has 
discovered that employees with longer terms of service have excessive 
privileges. What can the auditor conclude from this?

 A. Employee privileges are not being removed when they transfer from one 
position to another

 B. Long-time employees are able to successfully guess other users’ passwords 
and add to their privileges

 C. Long-time employees’ passwords should be set to expire more frequently

 D. The organization’s termination process is ineffective

 10. An organization wants to reduce the number of user IDs and passwords that 
its employees need to remember. What is the best available solution to this 
problem?

 A. Password vaults for storing user IDs and passwords

 B. Token authentication

 C. Single sign-on

 D. Reduced sign-on

Answers

 1. C. A wet pipe fire sprinkler system is charged with water and will discharge 
water out of any sprinkler head whose fuse has reached a preset temperature.

 2. A. The best solution is an electric generator and an uninterruptible power 
supply (UPS). A UPS responds to a power outage by providing continuous 
electric power without interruption. An electric generator provides backup 
power for extended periods.

 3. D. The best course of action is to improve the employee termination process 
to reduce the number of exceptions. For a time, the process should be audited 
more frequently to make sure that the improvement is effective.

 4. B. Several separate administrative accounts should be used. This will enforce 
accountability for each administrator’s actions.

 5. B. The auditor is most likely to suspect that intruders have discovered a 
vulnerability in the organization’s PBX and is committing toll fraud.
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 6. A. Someone may be in possession of the entire password for an encryption 

key. For instance, split custody requires that a password be broken into two 
or more parts, where each part is in possession of a unique individual. This 
prevents any one individual from having an entire password.

 7. D. Passwords should be stored as a hash. This makes it impossible for any 
person to retrieve a password, which could lead to account compromise.

 8. C. Implementing antivirus software on e-mail servers will provide an effective 
defense-in-depth, which should help to reduce the number of viruses 
encountered on end-user workstations.

 9. A. User privileges are not being removed from their old position when they 
transfer to a new position. This results in employees with excessive privileges.

 10. D. The most direct solution to the problem of too many user credentials is 
reduced sign-on. This provides a single authentication service (such as LDAP 
or Active Directory) that many applications can use for centralized user 
authentication.
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CHAPTER 7Business Continuity and 
Disaster Recovery

This chapter discusses the following topics:
• Types of disasters and their impact on organizations
• Components of the business continuity and disaster recovery process
• Business impact analysis
• Recovery targets
• Testing business continuity and disaster recovery plans
• Training personnel
• Maintaining business continuity and disaster recovery plans
• Auditing business continuity and disaster recovery plans

The topics in this chapter represent 14 percent of the CISA examination.

Business continuity planning (BCP) and disaster recovery planning (DRP) are activities 
undertaken to reduce risks related to the onset of disasters and other disruptive events. 
BCP and DRP activities identify risks and mitigate those risks through changes or en-
hancements in technology or business processes, so that the impact of disasters is re-
duced and the time to recovery is lessened. The primary objective of BCP and DRP is to 
improve the chances that the organization will survive a disaster without incurring 
costly or even fatal damage to its most critical activities.

The activities of business continuity and disaster recovery plan development scale 
for any size organization. BCP and DRP have the unfortunate reputation of existing 
only in the stratospheric, thin air of the largest and wealthiest organizations. This mis-
understanding hurts the majority of organizations that are too timid to begin any kind 
of BCP and DRP efforts at all because they feel that these activities are too costly and 
disruptive. The fact is, any size organization, from a one-person home office to a mul-
tinational conglomerate, can successfully undertake BCP and DRP projects that will 
bring about immediate benefits as well as take some of the sting out of disruptive 
events that do occur.

Organizations can benefit from BCP and DRP projects, even if a disaster never occurs. 
The steps in the BCP and DRP development process usually bring immediate benefit in 
the form of process and technology improvements that increase the resilience, integrity, 
and efficiency of those processes and systems.

421
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Disasters
I always tried to turn every disaster into an opportunity. —John D. Rockefeller

In a business context, disasters are unexpected and unplanned events that result in 
the disruption of business operations. A disaster could be a regional event spread over 
a wide geographic area, or it could occur within the confines of a single room. The impact 
of a disaster will also vary, from a complete interruption of all company operations to 
merely a slowdown. (The question invariably comes up: when is a disaster a disaster? 
This is somewhat subjective, like asking, “When is a person sick?” Is it when he or she 
is too ill to report to work, or if he or she just has a sniffle and a scratchy throat? We’ll 
discuss disaster declaration later in this chapter.)

Types of Disasters
BCP and DRP professionals broadly classify disasters as natural or man-made, although 
the origin of a disaster does not figure into how we respond to it. Let’s examine the 
types of disasters.

Natural Disasters
Natural disasters are those phenomena that occur in the natural world with little or no 
assistance from mankind. They are a result of the natural processes that occur in, on, 
and above the earth.

Examples of natural disasters include

• Earthquakes Sudden movements of the earth with the capacity to damage 
buildings, houses, roads, bridges, and dams; to precipitate landslides and 
avalanches; and to induce flooding and other secondary events.

• Volcanoes Eruptions of magma, pyroclastic flows, steam, ash, and flying 
rocks that can cause significant damage over wide geographic regions. Some 
volcanoes, such as Kilauea in Hawaii, produce a nearly continuous and 
predictable outpouring of lava in a limited area, whereas the Mount St. Helens 
eruption in 1980 caused an ash fall over thousands of square miles that brought 
many metropolitan areas to a standstill for days, and also blocked rivers and 
damaged roads. Figure 7-1 shows a volcanic eruption as seen from space.

• Landslides Sudden downhill movements of earth, usually down steep slopes, 
can bury buildings, houses, roads, and public utilities, and cause secondary 
(although still disastrous) effects such as the rerouting of rivers.

• Avalanches Sudden downward flows of snow, rocks, and debris on a 
mountainside. A slab avalanche consists of the movement of a large, stiff layer 
of compacted snow. A loose snow avalanche occurs when the accumulated 
snowpack exceeds its shear strength. A power snow avalanche is the largest 
type and can travel in excess of 200 mph and exceed 10 million tons of 
material. All types can damage buildings, houses, roads, and utilities.

• Wildfires Fires in forests, chaparral, and grasslands are a part of the natural order. 
However, fires can also damage buildings and equipment and cause injury and death.
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• Tropical cyclones The largest and most violent storms are known in various 
parts of the world as hurricanes, typhoons, tropical cyclones, tropical storms, 
and cyclones. Tropical cyclones consist of strong winds that can reach 190 
mph, heavy rains, and storm surge that can raise the level of the ocean by as 
much as 20 feet, all of which can result in widespread coastal flooding and 
damage to buildings, houses, roads, and utilities, and significant loss of life.

• Tornadoes These violent rotating columns of air can cause catastrophic 
damage to buildings, houses, roads, and utilities when they reach the ground. 
Most tornadoes can have wind speeds from 40 to 110 mph and travel along 
the ground for a few miles. Some tornadoes can exceed 300 mph and travel 
for dozens of miles.

• Windstorms While generally less intense than hurricanes and tornadoes, 
windstorms can nonetheless cause widespread damage, including damage to 
buildings, roads, and utilities. Widespread electric power outages are common, 
as windstorms can uproot trees that can fall into overhead power lines.

• Lightning Atmospheric discharges of electricity that occur during 
thunderstorms, but also during dust storms and volcanic eruptions. Lightning 
can start fires and also damage buildings and power transmission systems, 
causing power outages.

• Ice storms Ice storms occur when rain falls through a layer of colder air, 
causing raindrops to freeze onto whatever surface they strike. They can cause 
widespread power outages when ice forms on power lines and the resulting 
weight causes those power lines to collapse. A notable example is the Great Ice 
Storm of 1998 in eastern Canada, which resulted in millions being without 
power for as long as two weeks, and in the virtual immobilization of the cities 
of Montreal and Ottawa.

Figure 7-1 Mount Etna volcano in Sicily
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• Hail This form of precipitation consists of ice chunks ranging from 5mm 

to 150mm in diameter. An example of a damaging hailstorm is the April 
1999 storm in Sydney, Australia, where hailstones up to 9.5cm in diameter 
damaged 40,000 vehicles, 20,000 properties, 25 airplanes, and caused one 
direct fatality. The storm caused $1.5 billion in damage.

• Flooding Standing or moving water spills out of its banks and flows into 
and through buildings and causes significant damage to roads, buildings, and 
utilities. Flooding can be a result of locally heavy rains, heavy snow melt, a 
dam or levee break, tropical cyclone storm surge, or an avalanche or landslide 
that displaces lake or river water. Figure 7-2 shows severe flooding along the 
Mississippi River in 1927.

• Tsunamis A series of waves that usually result from the sudden vertical 
displacement of a lakebed or ocean floor, but can also be caused by landslides 
or explosions. A tsunami wave can be barely noticeable in open, deep water, 
but as it approaches a shoreline, the wave can grow to a height of 50 feet or 
more. A notable example followed the December 26, 2004, earthquake in the 
eastern Indian Ocean, resulting in a tsunami that reached virtually all of the 
countries around the rim of the Indian Ocean and caused more than 350,000 
fatalities.

• Pandemic The spread of infectious disease over a wide geographic region, 
even worldwide. Pandemics have regularly occurred throughout history 
and are likely to continue occurring, despite advances in sanitation and 
immunology. A pandemic is the rapid spread of any type of disease, including 
typhoid, tuberculosis, bubonic plague, or influenza. Pandemics in the 20th 
century include the 1918–1920 Spanish flu, the 1956–1958 Asian flu, and the 
1968–1969 Hong Kong “swine” flu. Figure 7-3 shows an auditorium that was 
converted into a hospital during the 1918–1920 pandemic. Recent concerns 

Figure 7-2 
The 1927 flood of 
the Mississippi River
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about the early 21st century H5N1 avian flu and H1N1 swine flu have health 
authorities around the world concerned about the start of the next influenza 
pandemic.

• Extraterrestrial impacts This category includes meteorites and other objects 
that may fall from the sky from way, way up. Sure, these events are extremely 
rare, and most organizations don’t even include these events in their risk 
analysis, but we’ve included it here for the sake of rounding out the types 
of natural events.

Man-Made Disasters
Man-made disasters are those events that are directly or indirectly caused by human 
activity, through action or inaction. The results of man-made disasters are similar to 
natural disasters: localized or widespread damage to businesses that result in poten-
tially lengthy interruptions in operations.

Examples of man-made disasters include

• Civil disturbances These can take on many forms, including protests, 
demonstrations, riots, strikes, work slowdowns and stoppages, looting, 
and resulting actions such as curfews, evacuations, or lockdowns.

• Utility outages Failures in electric, natural gas, district heating, water, 
communications, and other utilities. These can be caused by equipment 
failures, sabotage, or natural events such as landslides or flooding.

• Materials shortages Interruptions in the supply of food, fuel, supplies, and 
materials can have a ripple effect on businesses and the services that support 
them. Readers who are old enough to remember the petroleum shortages of 
the mid-1970s know what this is all about; Figure 7-4 shows a 1970s-era gas 

Figure 7-3 
An auditorium was 
used as a temporary 
hospital during the 
1918 flu pandemic.

ch07.indd   425 9/15/2009   1:01:08 P



CISA Certified Information Systems Auditor All-in-One Exam Guide

426

shortage. Shortages can result in spikes in the price of commodities, which is 
almost as damaging as not having any supply at all.

• Fires As contrasted to wildfires, here I mean fires that originate in or involve 
buildings, equipment, and materials. 

• Hazardous materials spills Many created or refined substances can 
be dangerous if they escape their confines. Examples include petroleum 
substances, gases, pesticides and herbicides, medical substances, and 
radioactive substances.

• Transportation accidents This broad category includes plane crashes, 
railroad derailment, bridge collapse, and the like.

• Terrorism and war Whether they are actions of a nation, nation-state, or 
group, terrorism and war can have devastating but usually localized effects in 
cities and regions. Often, terrorism and war precipitate secondary effects such 
as materials shortages and utility outages.

• Security events The actions of a lone hacker or a team of organized cyber-
criminals can bring down one system, one network, or many networks, which 
could result in widespread interruption in services. The hackers’ activities 
can directly result in an outage, or an organization can voluntarily (although 
reluctantly) shut down an affected service or network in order to contain the 
incident.

NOTE NOTE It is important to remember that real disasters are usually complex 
events that involve more than just one type of damaging event. For instance, 
an earthquake directly damages buildings and equipment, but can also cause 
fires and utility outages. A hurricane also brings flooding, utility outages, and 
sometimes even hazardous materials events and civil disturbances such as 
looting.

Figure 7-4 
Citizens wait in 
long lines to buy 
fuel during a gas 
shortage.
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How Disasters Affect Organizations
Disasters have a wide variety of effects on an organization that are discussed in this section. 
Many disasters have direct effects, but sometimes it is the secondary effects of a disaster 
event that are most significant from the perspective of ongoing business operations.

A risk analysis is a part of the BCP process (discussed in the next section in this 
chapter) that will identify the ways in which disasters are likely to affect a particular 
organization. It is during the risk analysis when the primary, secondary, and down-
stream effects of likely disaster scenarios need to be identified and considered. 
Whoever is performing this risk analysis will need to have a broad understanding of the 
ways in which a disaster will affect ongoing business operations. Similarly, those 
personnel who are developing contingency and recovery plans also need to be familiar 
with these effects so that those plans will adequately serve the organization’s needs.

Disasters, by our definition, interrupt business operations in some measurable way. An 
event that has the appearance of a disaster may occur, but if it doesn’t affect a particular 
organization, then we would say that no disaster occurred, at least for that particu-
lar organization.

It would be shortsighted to say that a disaster only affects operations. Rather, it is 
appropriate to understand the longer-term effects that a disaster has on the organization’s 
image, brand, and reputation. The factors affecting image, brand, and reputation have as 
much to do with how the organization communicates to its customers, suppliers, and 
shareholders, as with how the organization actually handles a disaster in progress.

Some of the ways that a disaster affects an organization’s operations include

• Direct damage Events like earthquakes, floods, and fires directly damage an 
organization’s buildings, equipment, or records. The damage may be severe 
enough that no salvageable items remain, or may be less severe, where some 
equipment and buildings may be salvageable or repairable.

• Utility outage Even if an organization’s buildings and equipment are 
undamaged, a disaster may affect utilities such as power, natural gas, or water, 
which can incapacitate some or all business operations. Significant delays in 
refuse collection can result in unsanitary conditions. 

• Transportation Similarly, a disaster may damage or render transportation 
systems such as roads, railroads, shipping, or air transport unusable for a 
period. Damaged transportation systems will interrupt supply lines and 
personnel.

• Services and supplier shortage Even if a disaster does not have a direct 
effect on an organization, if any of its critical suppliers feel the effects of 
a disaster, that can have an undesirable effect on business operations. For 
instance, a regional baker that cannot produce and ship bread to its corporate 
customers will soon result in sandwich shops without a critical resource.

• Staff availability A communitywide or regional disaster that affects 
businesses is likely to also affect homes and families. Depending upon the 
nature of a disaster, employees will place a higher priority on the safety and 
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comfort of family members. Also, workers may not be able or willing to 
travel to work if transportation systems are affected or if there is a significant 
materials shortage. Employees may also be unwilling to travel to work if they 
fear for their personal safety or that of their families.

• Customer availability Various types of disasters may force or dissuade 
customers from traveling to business locations to conduct business. Many 
of the factors that keep employees away may also keep customers away.

NOTE NOTE The kinds of secondary and tertiary effects that a disaster has on a 
particular organization depend entirely upon its unique set of circumstances 
that constitute its specific critical needs. A risk analysis should be performed 
to identify these specific factors.

The BCP Process
The proper way to plan for disaster preparedness is to first know what kinds of disasters 
are likely, and their possible effects on the organization. That is, plan first, act later.

The business continuity process is a life-cycle process. In other words, business conti-
nuity planning (and disaster recovery planning) is not a one-time event or activity. It’s 
a set of activities that result in the ongoing preparedness for disaster that continually 
adapts to changing business conditions and that continually improves.

The elements of the BCP process life cycle are

• Develop BCP policy

• Conduct business impact analysis (BIA)

• Perform criticality analysis

• Establish recovery targets

• Develop recovery and continuity strategies and plans

• Test recovery and continuity plans and procedures

• Train personnel

• Maintain strategies, plans, and procedures through periodic reviews and 
updates

The BCP life cycle is shown in Figure 7-5. The details of this life cycle are described 
in detail in this chapter.

BCP Policy
A formal BCP effort must, like any strategic activity, flow from the existence of a formal 
policy and be included in the overall governance model that is the topic of Chapter 2 
of this book. BCP should be an integral part of the IT control framework, not lie outside of 
it. Therefore, BCP policy should include or cite specific controls that ensure that key 
activities in the BCP life cycle are performed appropriately.
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BCP policy should also define the scope of the BCP strategy. This means that the 
specific business processes (or departments or divisions within an organization) that 
are included in the BCP and DRP effort must be defined. Sometimes the scope will 
include a geographic boundary. In larger organizations, it is possible to “bite off more 
than you can chew” and to define too large a scope for a BCP project, so limiting scope 
to a smaller, more manageable portion of the organization can be a good approach.

BCP and COBIT Controls
The specific COBIT controls that are involved with BCP and DRP are contained within 
DS4—Ensure continuous service. DS4 has 11 specific controls that constitute the entire 
BCP and DRP life cycle:

• Develop IT continuity framework.

• Conduct business impact analysis and risk assessment.

• Develop and maintain IT continuity plans.

• Identify and categorize IT resources based on recovery objectives.

• Define and execute change control procedures to ensure IT continuity plan is 
current.

• Regularly test IT continuity plan.

• Develop follow-on action plan from test results.

• Plan and conduct IT continuity training.

Figure 7-5 The BCP process life cycle
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• Plan IT services recovery and resumption.

• Plan and implement backup storage and protection.

• Establish procedures for conducting post-resumption reviews.

These controls are discussed in this chapter and also in COBIT.

Business Impact Analysis (BIA)
The objective of the business impact analysis (BIA) is to identify the impact that differ-
ent scenarios will have on ongoing business operations. The BIA is one of several steps 
of critical, detailed analysis that must be carried out before the development of conti-
nuity or recovery plans and procedures.

Inventory Key Processes and Systems
The first step in a BIA is the collection of key business processes and IT systems. Within 
the overall scope of the BCP project, the objective here is to establish a detailed list of 
all identifiable processes and systems. The usual approach is the development of a 
questionnaire or intake form that would be circulated to key personnel in end-user 
departments and also within IT. A sample intake form is shown in Figure 7-6.

Typically, the information that is gathered on intake forms is transferred to a multi-
columned spreadsheet, where information on all of the organization’s in-scope 
processes can be viewed together. This will become even more useful in subsequent 
phases of the BCP project such as the criticality analysis.

NOTE NOTE Use of an intake form is not the only accepted approach when gathering 
information about critical processes and systems. It’s also acceptable to conduct 
one-on-one interviews or group interviews with key users and IT personnel 
to identify critical processes and systems. I recommend the use of an intake 
form (whether paper based or electronic), even if the interviewer uses it him/
herself as a framework for note-taking.

IT personnel are often eager to get to the fun and meaty part of a project. Devel-
opers are anxious to begin coding before design; system administrators are eager 
to build systems before they are scoped and designed; and BCP/DRP personnel 
fervently desire to begin designing more robust system architectures and to tinker 
with replication and backup capabilities before key facts are known. In the case 
of business continuity and disaster recovery planning, completion of the BIA and 
other analyses is critical, as the analyses help to define the systems and processes 
most needed before getting to the fun part.
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Statements of Impact
When processes and systems are being inventoried and cataloged, it is also vitally im-
portant to obtain one or more statements of impact for each process and system. A state-
ment of impact is a qualitative or quantitative description of the impact if the process 
or system were incapacitated for a time.

For IT systems, you might capture the number of users and the names of depart-
ments or functions that are affected by the unavailability of a specific IT system. Include 
the geography of affected users and functions if that is appropriate. Example statements 
of impact for IT systems might include

• Three thousand users in France and Italy will be unable to access customer records.

• All users in North America will be unable to read or send e-mail.

Statements of impact for business processes might cite the business functions that 
would be affected. Some example statements of impact include

• Accounts payable and accounts receivable functions will be unable to process.

• Legal department will be unable to access contracts and addendums.

Process or system name

Interviewee

Title

Department

Contact info

Date

Process owner

Process operator(s)

Process description

Customer facing (Y or N)

IT system(s) used

Key suppliers

Communications needed

Assets needed

Process dependencies

Other dependencies

Documentation location

Records location

Figure 7-6 BIA sample intake form for gathering data about key processes
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Statements of impact for revenue-generating and revenue-supporting business func-

tions could quantify financial impact per unit of time (be sure to use the same units of 
time for all functions so that they can be easily compared with one another). Some 
examples include

• Inability to place orders for appliances will cost at the rate of $1200 per hour.

• Delays in payments will cost $45,000 per day in interest charges.

As statements of impact are gathered, it might make sense to create several columns 
in the main worksheet, so that like units (names of functions, numbers of users, financial 
figures) can be sorted and ranked later on.

When the BIA is completed, you’ll have the following information about each process 
and system:

• Name of the system or process

• Who is responsible for it

• A description of its function

• Dependencies on systems

• Dependencies on suppliers

• Dependencies on key employees

• Quantified statements of impact in terms of revenue, users affected, and/or 
functions impacted

You’re almost home.

Criticality Analysis
When all of the BIA information has been collected and charted, the criticality analysis 
(CA) can be performed. 

The criticality analysis is a study of each system and process, a consideration of the 
impact on the organization if it is incapacitated, the likelihood of incapacitation, and 
the estimated cost of mitigating the risk or impact of incapacitation. In other words, it’s 
a somewhat special type of a risk analysis that focuses on key processes and systems.

The criticality analysis needs to include, or reference, a threat analysis. A threat anal-
ysis is a risk analysis that identifies every threat that has a reasonable probability of 
occurrence, plus mitigating controls or compensating controls, and new probabilities 
of occurrence with those mitigating/compensating controls in place. In case you’re having a 
little trouble imagining what this looks like (we’re writing the book and we’re having 
trouble seeing this!), take a look at Table 7-1, which is a very lightweight example of 
what I’m talking about.
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In the preceding threat analysis, notice a couple of things:

• Multiple threats are listed for a single asset. In the preceding example, I 
mentioned just eight threats. For all the threats but one, I listed only a 
single mitigating control. For the extended power outage threat, I listed 
two mitigating controls.

• Cost of downtime wasn’t listed. For systems or processes where you have a 
cost per unit of time for downtime, you’ll need to include it here, along with 
some calculations to show the payback for each control.

• Some mitigating controls can benefit more than one system. That may not 
have been obvious in this example, but in the case of a UPS (uninterruptible 
power supply) and electric generator, many systems can benefit, so the cost 
for these mitigating controls can be allocated across many systems, thereby 
lowering the cost for each system. Another example is a high-availability 
SAN (storage area network) located in two different geographic areas; while 
initially expensive, many applications can use the SAN for storage, and all 
will benefit from replication to the counterpart storage system.

• Threat probabilities are arbitrary. In Table 7-1, the probabilities were for a 
single occurrence in an entire year, so, for example, 5 percent means the threat 
will be realized once every 20 years.

• The length of outage was not included. You may need to include this also, 
particularly if you are quantifying downtime per hour or other unit of time.

System Threat Probability Mitigating Control Cost Probability

Application 
Server

Denial of 
service

0.1% High-performance filtering 
router

$60,000 0.01%

Malware 1% Antivirus $200 0.1%

Storage failure 2% RAID-5 $20,000 0.01%

Administrator 
error

15% Configuration 
management tools

$10,000 1%

Hardware CPU 
failure

5% Server cluster $15,000 1%

Application 
software bug

5% Source code reviews $10,000 2%

Extended 
power outage

25% UPS $12,000 2%

“ Electric generator $40,000 0.5%

Flood 2% Relocate data center $200,000 0.1%

Table 7-1 Example Threat Analysis Identifies Threats and Controls for Critical Systems and 
Processes
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It is probably becoming obvious that a threat analysis, and the corresponding criti-

cality analysis, can get pretty complicated. The rule here should be this: the complexity 
of the threat and criticality analyses should be proportional to the value of the assets 
(or revenue, or both). For example, in a company where application downtime is mea-
sured in thousands of dollars per minute, it’s probably worth taking a few man-weeks 
or even man-months to work out all of the likely scenarios and a variety of mitigating 
controls, and to work out which ones are the most cost-effective. On the other hand, for 
a system or business process where the impact of an outage is far less costly, a good deal 
less time can be spent on the supporting threat and criticality analysis.

NOTE NOTE Test-takers should ensure that any question dealing with BIA and 
CA places the business impact analysis first. Without this analysis, criticality 
analysis is impossible to evaluate in terms of likelihood or cost-effectiveness 
in mitigation strategies. The BIA identifies strategic resources and provides 
a value to their recovery and operation, which is in turn consumed in the 
criticality analysis phase. If presented with a question identifying BCP/DRP at 
a particular stage, make sure that any answers you select facilitate the BIA and 
then the CA before moving on toward objectives and strategies. 

Establishing Key Targets
When the cost or impact of downtime has been established, and the cost and benefit of 
mitigating controls has been considered, some key targets can be established for each 
critical process. The two key targets are recovery time objective and recovery point 
objective.

Recovery Time Objective (RTO)
Recovery time objective (RTO) is the period from the onset of an outage until the 
resumption of service. RTO is usually measured in hours or days. Each process and 
system in the BIA should have an RTO value.

RTO does not mean that the system (or process) has been recovered to 100 percent 
of its former capacity. Far from it—in an emergency situation, management may deter-
mine that a DR (disaster recovery) server in another city with, say, 60 percent of the 
capacity of the original server is adequate. That said, an organization could establish 
two RTO targets, one for partial capacity and one for full capacity.

NOTE NOTE For a given organization, it’s probably best to use one unit of measure 
for all systems. That will help to avoid any errors that would occur during a 
rank-ordering of systems, so that two days does not appear to be a shorter 
period than four hours.

Further, a system that has been recovered in a disaster situation might not have 100 
percent of its functionality. For instance, an application that lets users view transactions 
that are more than two years old may, in a recovery situation, only contain 30 days’ 
worth of data. Again, such a decision is usually the result of a careful analysis of the cost 

ch07.indd   434 9/15/2009   1:01:11 P



Chapter 7: Business Continuity and Disaster Recovery

435
of recovering different features and functions in an application environment. In a larger, 
complex environment, some features might be considered critical, while others are less so.

CAUTION CAUTION Senior management should be involved in any discussion related 
to recovery system specifications of less than 100 percent capacity or 
functionality.

Recovery Point Objective (RPO)
A recovery point objective (RPO) is the period for which recent data will be irretrievably 
lost in a disaster. Like RTO, RPO is usually measured in hours or days. However, for 
critical transaction systems, RPO could even be measured in minutes.

RPO is usually expressed as a worst-case figure; for instance, the transaction processing 
system RPO will be two hours or less.

The value of a system’s RPO is a direct result of the frequency of backup or replication. 
For example, if an application server is backed up once per day, the RPO is going to be 
24 hours (or one day, whichever way you like to express it). Maybe it will take three 
days to rebuild the server, but once data is restored from backup tape, no more than the 
last 24 hours of transactions are lost. In this case, the RTO is three days and the RPO is 
one day.

Publishing RTO and RPO Figures
If the storage system for an application takes a snapshot every hour, the RPO could be 
one hour, unless the storage system itself was damaged in a disaster. If the snapshot is 
replicated to another storage system four times per day, then the RPO might be better 
expressed as six hours.

The last example brings up an interesting point. There might not be one golden 
RPO figure for a given system. Instead, the severity of a disrupting event or a disaster 
will dictate the time to get systems running again (RTO) with a certain amount of data 
loss (RPO). Here are some examples:

• A server’s CPU or memory fails and is replaced and restarted in two hours. No 
data is lost. The RTO is two hours and the RPO is zero.

• The storage system supporting an application suffers a hardware failure that 
results in the loss of all data. Data is recovered from a snapshot on another 
server taken every six hours. The RPO is six hours in this case.

• The database in a transaction application is corrupted and must be recovered. 
Backups are taken twice per day. The RPO is 12 hours. However, it takes 10 
hours to rebuild indexes on the database, so the RTO is closer to 22–24 hours, 
since the application cannot be returned to service until indexes are available.

NOTE NOTE When publishing RTO and RPO figures to customers, it’s best to 
publish the worst-case figures: “If our data center burns to the ground, our 
RTO is X hours and the RPO is Y hours.” Saying it that way would be simpler 
than publishing a chart that shows RPO and RTO figures for various types of 
disasters.
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Pricing RTO and RPO Capabilities
Generally speaking, the shorter the RTO or RPO for a given system, the more expensive 
it will be to achieve the target. Table 7-2 depicts a range of RTOs along with the tech-
nologies needed to achieve them and their relative cost.

The BCP project team needs to understand the relationship between the time 
required to recover an application and the cost required to recover the application 
within that time. A shorter recovery time is more expensive, and this relationship is not 
linear. This means that reducing RPO from three days to six hours may mean that the 
equipment and software investment might double, or it might increase eightfold. There 
are so many factors involved in the supporting infrastructure for a given application 
that the BCP project team has to just knuckle down and develop the cost for a few 
different RTO and RPO figures.

The business value of the application itself is the primary driver in determining the 
amount of investment that senior management is willing to make to reach any arbitrary 
RTO and RPO figures. This business value may be measured in local currency if the 
application supports revenue. However, the loss of an application during a disaster may 
harm the organization’s reputation. Again, management will have to make a decision 
on how much it will be willing to invest in DR capabilities that bring RTO and RPO 
figures down to a certain level. Figure 7-7 illustrates these relationships.

RTO/RPO Technologies Needed Cost

2 weeks Backup tapes; buy a server when the original server has burned 
or floated away

$

1 week Backup tapes; replacement server on hand $$

2 days Backup tapes; application software installed on replacement server $$

12 hours Backup tapes or replication; application server installed and 
running on replacement server

$$$

1 hour Server cluster with auto or manual failover; near-real-time 
replication

$$$$

5 minutes Load balancing or rapid failover server cluster; real-time replication $$$$$

Table 7-2 The Lower the Recovery Time Objective (RTO), the Higher the Cost to Achieve It

Figure 7-7 
Aim for the sweet 
spot
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Developing Recovery Strategies
When management has chosen specific RPO and RTO targets for a given system or 
process, the BCP project team can now roll up its sleeves and devise some ways to meet 
these targets. This section discusses the technologies and logistics associated with vari-
ous recovery strategies. This will help the project team to decide which types of strate-
gies are best suited for their organization.

NOTE NOTE Developing recovery strategies to meet specific recovery targets is 
an iterative process. The project team will develop a strategy to reach specific 
targets for a specific cost; senior management could well decide that the cost 
is too high and that they are willing to increase RPO and/or RTO targets 
accordingly. Similarly, the project team could also discover that it is less costly 
to achieve specific RPO and RTO targets, and management could respond by 
lowering those targets. This is illustrated in Figure 7-8.

Site Recovery Options
In a worst-case disaster scenario, the site where information systems reside is partially 
or completely destroyed. In most cases, the organization cannot afford to wait for the 
damaged or destroyed facility to be restored, as this could take weeks or months. If an 
organization can take that long to recover an application, you’d have to wonder whether 

Figure 7-8 
Recovery objective 
development 
flowchart
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it is needed at all. The assumption has got to be that in a disaster scenario, critical ap-
plications will be recovered in another location. This other location is called a recovery 
site. There are two dimensions to the process of choosing a recovery site: the first is the 
speed at which the application will be recovered at the recovery site; the second is the 
location of the recovery site itself. Both are discussed here.

As you might expect, speed costs. If a system is to be recovered within a few minutes 
or hours, the costs will be much higher than if the system can be recovered in five days.

Various types of facilities are available for rapid or not-too-rapid recovery. These 
facilities are called hot sites, warm sites, and cold sites. As the names might suggest, hot 
sites permit rapid recovery, while cold sites provide a much slower recovery. The costs 
associated with these are somewhat proportional as well, as illustrated in Table 7-3.

The details about each type of site are discussed in the remainder of this section.

Hot Sites A hot site is an alternate processing center where backup systems are 
already running and in some state of near-readiness to assume production workload. 
The systems at a hot site most likely have application software and database manage-
ment software already loaded and running, perhaps even at the same patch levels as the 
systems in the primary processing center.

A hot site is the best choice for systems whose RTO targets range from zero to 
several hours, perhaps as long as 24 hours.

A hot site may consist of leased rack space (or even a cage for larger installations) at 
a colocation center. If the organization has its own processing centers, then a hot site 
for a given system would consist of the required rack space to house the recovery 
systems. Recovery servers will be installed and running, with the same version and patch 
level for the operating system, database management system (if used), and application 
software.

Systems at a hot site require the same level of administration and maintenance as 
the primary systems. When patches or configuration changes are made to primary systems, 
they should be made to hot-site systems at the same time or very shortly afterwards.

Because systems at a hot site need to be at or very near a state of readiness, a strat-
egy needs to be developed regarding a method for keeping the data on hot standby 
systems current. This is discussed in detail in the later section, “Recovery and Resilience 
Technologies.”

Systems at a hot site should have full network connectivity. A method for quickly 
directing network traffic toward the recovery servers needs to be worked out in advance 
so that a switchover can be accomplished. This is also discussed in the “Recovery and 
Resilience Technologies” section.

Site Type Speed to Recovery Cost

Hot 0–24 hours $$$$

Warm 24 hours–7 days $$$

Cold Over 7 days $$

Mobile 2–7 days $$$–$$$$

Table 7-3 
Relative Costs of 
Recovery Sites
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When setting up a hot site, the organization will need to send one or more technical 

staff members to the site to set up systems. But once the systems are operating, much or 
all of the system- and database-level administration can be performed remotely. How-
ever, in a disaster scenario, the organization may need to send the administrative staff 
to the site for day-to-day management of the systems. This means that workspace for 
these personnel needs to be identified so that they can perform their duties during the 
recovery operation. 

NOTE NOTE Hot-site planning needs to consider work (desk) space for on-site 
personnel. Some colocation centers provide limited work areas, but these 
areas are often shared and often have little privacy for phone discussions. 
Also, transportation, hotel, and dining accommodations need to be arranged, 
possibly in advance, if the hot site is in a different city from the primary site.

Warm Sites A warm site is an alternate processing center where recovery systems are 
present, but at a lower state of readiness than recovery systems at a hot site. For exam-
ple, while the same version of the operating system may be running on the warm site 
system, it may be a few patch levels behind primary systems. The same could be said 
about the versions and patch levels of database management systems (if used) and 
application software: they may be present, but they’re not as up-to-date.

A warm site is appropriate for an organization whose RTO figures range from 
roughly one to seven days. In a disaster scenario, recovery teams would travel to the 
warm site and work to get the recovery systems to a state of production readiness and 
to get systems up-to-date with patches and configuration changes, to bring the systems 
into a state of complete readiness.

A warm site is also used when the organization is willing to take the time necessary 
to recover data from tape or other backup media. Depending upon the size of the 
database(s), this recovery task can take several hours to a few days.

The primary advantage of a warm site is that its costs are lower than for a hot site, 
particularly in the effort required to keep the recovery system up-to-date. The site may 
not require expensive data replication technology, but instead data can be recovered 
from backup media.

Cold Sites A cold site is an alternate processing center where the degree of readiness 
for recovery systems is low. At the very least, a cold site is nothing more than an empty 
rack, or just allocated space on a computer room floor. It’s just an address in someone’s 
data center or colocation site where computers can be set up and used at some future 
date.

Often, there is little or no equipment at a cold site. When a disaster or other highly 
disruptive event occurs in which the outage is expected to exceed 7 to 14 days, the or-
ganization will order computers from a manufacturer, or perhaps have computers 
shipped from some other business location, so that they can arrive at the cold site soon 
after the disaster event has begun. Then personnel would travel to the site and set up 
the computers, operating systems, databases, network equipment, and so on, and get 
applications running within several days.
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The advantage of a cold site is its low cost. The main disadvantage is the cost, time, 

and effort required to bring it to operational readiness. But for some organizations, a 
cold site is exactly what is needed.

Table 7-4 shows a comparison of hot, warm, and cold recovery sites and a few char-
acteristics of each.

Mobile Sites A mobile site is a portable recovery center that can be delivered to al-
most any location in the world. A viable alternative to a fixed location recovery site, a 
mobile site can be transported by semitruck, and may even have its own generator, 
communications, and cooling capabilities.

APC and SunGuard have mobile sites installed in semitruck trailers. Sun Microsys-
tems has mobile sites that can include a configurable selection of servers and worksta-
tions, all housed in shipping containers that can be shipped by truck, rail, ship, or air 
to any location in the world.

Reciprocal Sites A reciprocal recovery site is a data center that is operated by an-
other company. Two or more organizations with similar processing needs will draw up 
a legal contract that obligates one or more of the organizations to temporarily house 
another party’s systems in the event of a disaster.

Often, a reciprocal agreement pledges not only floor space in a data center, but also 
the use of the reciprocal partner’s computer system. This type of arrangement is less 
common, but is still used by organizations that use mainframe computers and other 
high-cost systems.

NOTE NOTE With the wide use of Internet colocation centers, reciprocal sites have 
fallen out of favor. Still, they may be ideal for organizations with mainframe 
computers that are otherwise too expensive to deploy to a cold or warm site.

Geographical Site Selection An important factor in the process of recovery site 
selection is the location of the recovery site. The distance between the main processing 
site and the recovery site is vital and may figure heavily into the viability and success of 
a recovery operation.

Cold Warm Hot

Computers Ship to site On site Running

Application 
Software

To be installed Installed Running

Data To be recovered To be 
recovered

Continuously updated

Connectivity To be established Ready to go Already connected

Support Staff Travel to site Travel to site On site or remotely managed

Cost Lowest Moderate Highest

Table 7-4 Detailed Comparison of Cold, Warm, and Hot Sites
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A recovery site should not be located in the same geographic region as the primary 

site. A recovery site in the same region may be involved in the same regional disaster as 
the primary site and may be unavailable for use or be suffering from the same problems 
present at the primary site.

By “geographic region” I mean a location that will likely experience the effects of 
the same regional disaster that affects the primary site. No arbitrarily chosen distance 
(such as 100 miles) guarantees sufficient separation. In some locales, 50 miles is plenty 
of distance; in other places, 300 miles is too close. Information on regional disasters 
should be available from local disaster preparedness authorities or from local disaster 
recovery experts.

Recovery and Resilience Technologies
Once recovery targets have been established, the next major task is the survey and selec-
tion of technologies to enable recovery time and recovery point objectives to be met. 
The important factors when considering each technology are

• Does the technology help the information system achieve the RTO and RPO 
targets?

• Does the cost of the technology meet or exceed budget constraints?

• Can the technology be used to benefit other information systems (thereby 
lowering the cost for each system)?

• Does the technology fit well into the organization’s current IT operations?

• Will operations staff require specialized training on the technology?

• Does the technology contribute to the simplicity of the overall IT architecture, 
or does it complicate it unnecessarily?

These questions are designed to help determine whether a specific technology is a 
good fit, from a technology as well as from process and operational perspectives.

RAID Redundant Array of Independent Disks (RAID) is a family of technologies that 
is used to improve the reliability, performance, or size of disk-based storage systems. 
From a disaster recovery or systems resilience perspective, the feature of RAID that is of 
particular interest is the characteristic of reliability. RAID is used to create virtual disk 
volumes over an array of disk storage devices and can be configured so that the failure 
of any individual disk drive in the array will not affect the availability of data on the 
disk array.

RAID is usually implemented on a hardware device called a disk array, which is a 
chassis in which several hard disks can be installed and connected to a server. The indi-
vidual disk drives can be “hot swapped” in the chassis while the array is still operating. 
When the array is configured with RAID, a failure of a single disk drive will have no effect 
on the disk array’s availability to the server to which it is connected. A system operator 
can be alerted to the disk’s failure, and the defective disk drive can be removed and 
replaced while the array is still fully operational.
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There are several options for RAID configuration, called levels:

• RAID-0 This is known as a striped volume, where a disk volume splits data 
evenly across two or more disks in order to improve performance.

• RAID-1 This creates a mirror, where data written to one disk in the array is 
also written to a second disk in the array. RAID-1 makes the volume more 
reliable, through the preservation of data even when one disk in the array fails.

• RAID-4 This level of RAID employs data striping at the block level by adding 
a dedicated parity disk. The parity disk permits the rebuilding of data in the 
event one of the other disks fails.

• RAID-5 This is similar to RAID-4 block-level striping, except that the parity 
data is distributed evenly across all of the disks instead of dedicated on one 
disk. Like RAID-4, RAID-5 allows for the failure of one disk without losing 
information.

• RAID-6 This is an extension of RAID-5, where two parity blocks are used 
instead of a single parity block. The advantage of RAID-6 is that it can 
withstand the failure of any two disk drives in the array, instead of a single 
disk, as is the case with RAID-5.

NOTE NOTE Several nonstandard RAID levels are developed by various hardware 
and software companies. Some of these are extensions of RAID standards, 
while others are entirely different.

Storage systems are hardware devices that are entirely separate from servers—their 
only purpose is to store a large amount of data and to be highly reliable through the 
use of redundant components and the use of one or more RAID levels. Storage systems 
generally come in two forms:

• Storage Area Network (SAN) This is a stand-alone storage system that can 
be configured to contain several virtual volumes and connected to several 
servers through fiber optic cables. The servers’ operating systems will consider 
this storage to be “local,” as though it consisted of one or more hard disks 
present in the server’s own chassis.

• Network Attached Storage (NAS) This is a stand-alone storage system that 
contains one or more virtual volumes. Servers access these volumes over 
the network using the Network File System (NFS) or Server Message Block/
Common Internet File System (SMB/CIFS) protocols, common on Unix and 
Windows operating systems, respectively.

Replication Replication is an activity where data that is written to a storage system 
is also copied over a network to another storage system and written. The result is the 
presence of up-to-date data that exists on two or more storage systems, each of which 
could be located in a different geographic region.
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Replication can be handled in several ways and at different levels in the technology 

stack:

• Disk storage system Data write operations that take place in a disk storage 
system (such as a SAN or NAS) can be transmitted over a network to another 
disk storage system, where the same data will be written to the other disk 
storage system.

• Operating system The operating system can control replication so that 
updates to a particular file system can be transmitted to another server where 
those updates will be applied locally on that other server.

• Database management system The database management system (DBMS) 
can manage replication by sending transactions to a DBMS on another server.

• Transaction management system The transaction management system 
(TMS) can manage replication by sending transactions to a counterpart TMS 
located elsewhere.

• Application The application can write its transactions to two different 
storage systems. This method is not often used.

Replication can take place from one system to another system, called primary-backup 
replication. This is the typical setup when data on an application server is sent to a distant 
storage system for data recovery or disaster recovery purposes.

Replication can also be bi-directional, between two active servers, called multiprimary 
or multimaster. This method is more complicated, because simultaneous transactions 
on different servers could conflict with one another (such as two reservation agents 
trying to book a passenger in the same seat on an airline flight). Some form of concurrent 
transaction control would be required, such as a distributed lock manager.

In terms of the speed and integrity of replicated information, there are two types of 
replication:

• Synchronous replication Here, writing data to a local and to a remote 
storage system are performed as a single operation, guaranteeing that data 
on the remote storage system is identical to data on the local storage system. 
Synchronous replication incurs a performance penalty, as the speed of the 
entire transaction is slowed to the rate of the remote transaction.

• Asynchronous replication Writing data to the remote storage system is not 
kept in sync with updates on the local storage system. Instead, there may be a 
time lag, and you have no guarantee that data on the remote system is identical 
to that on the local storage system. However, performance is improved, because 
transactions are considered complete when they have been written to the local 
storage system only. Bursts of local updates to data will take a finite period 
to replicate to the remote server, subject to the available bandwidth of the 
network connection between the local and remote storage systems.

ch07.indd   443 9/15/2009   1:01:13 P



CISA Certified Information Systems Auditor All-in-One Exam Guide

444

NOTE NOTE Replication is often used for applications where the recovery time 
objective (RTO) is smaller than the time necessary to recover data from 
backup media. For example, if a critical application’s RTO is established to be 
two hours, then recovery from backup tape is probably not a viable option, 
unless backups are performed every two hours. While more expensive than 
recovery from backup media, replication ensures that up-to-date information 
is present on a remote storage system that can be put online in a short period.

Server Clusters A cluster is a characteristic of two or more servers to appear as a 
single server resource. Clusters are often the technology of choice for applications that 
require a high degree of availability and a very small RTO (recovery time objective), 
measured in minutes.

When an application is implemented on a cluster, even if one of the servers in the 
cluster fails, the other server (or servers) in the cluster will continue to run the application, 
usually with no user awareness that such a failure occurred.

There are two typical configurations for clusters, active/active and active/passive. In 
active/active mode, all servers in the cluster are running and servicing application 
requests. This is often used in high-volume applications where many servers are 
required to service the application workload.

In active/passive mode, one or more servers in the cluster are active and servicing 
application requests, while one or more servers in the cluster are in a “standby” mode; 
they can service application requests, but won’t do so unless one of the active servers 
fails or goes offline for any reason. When an active server goes offline and a standby 
server takes over, this event is called a failover.

A typical server cluster architecture is shown in Figure 7-9.

Figure 7-9 Application and database server clusters
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A server cluster is typically implemented in a single physical location such as a data 

center. However, a cluster can also be implemented where great distances separate the 
servers in the cluster. This type of cluster is called a geographic cluster, or geo-cluster. Servers 
in a geo-cluster are connected through a wide-area network (WAN) connection. A typical 
geographic cluster architecture is shown in Figure 7-10.

Network Connectivity and Services An overall application environment 
that is required to be resilient and have recoverability must have those characteristics 
present within the network that supports it. A highly resilient application architecture 
that includes clustering and replication would be of little value if it had only a single 
network connection that was a single point of failure.

An application that requires high availability and resilience may require one or 
more of the following in the supporting network:

• Redundant network connections These may include multiple network 
adapters on a server, but also a fully redundant network architecture with 
multiple switches, routers, load balancers, and firewalls. This could also 
include physically diverse network provider connections, where network 
service provider feeds enter the building from two different directions.

• Redundant network services Certain network services are vital to the 
continued operation of applications, such as DNS (domain name service, 
the function of translating server names like www.mcgraw-hill.com into an 
IP address), NTP (network time protocol, used to synchronize computer 
time clocks), SMTP (simple mail transfer protocol), SNMP (simple network 
management protocol), authentication services, and perhaps others. These 
services are usually operated on servers, which may require clustering and/or 
replication of their own, so that the application will be able to continue 
functioning in the event of a disaster.

Backup and Restoration
Disasters and other disruptive events can damage information and information systems. 
It’s essential that fresh copies of this information exist elsewhere and in a form that 
enables IT personnel to easily load this information into alternative systems so 
that processing can resume as quickly as possible.

Figure 7-10 Geographic cluster with data replication
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NOTE NOTE Testing backups is important; testing recoverability is critical. In other 
words, performing backups is only valuable to the extent that backed-up data 
can be recovered at a future time.

Backup to Tape and Other Media Tape backup is just about as ubiquitous as 
power cords. From a disaster recovery perspective, however, the issue probably is not 
whether the organization has tape backup, but whether its current backup capabilities 
are adequate in the context of disaster recovery. An organization’s backup capability 
may need to be upgraded if:

• The current backup system is difficult to manage.

• Whole-system restoration takes too long.

• The system lacks flexibility with regard to disaster recovery (for instance, how 
difficult it would be to recover information onto a different type of system).

• The technology is old or outdated.

• Confidence in the backup technology is low.

Many organizations may consider tape backup as a means for restoring files or da-
tabases when errors have occurred, and they may have confidence in their backup sys-
tem for that purpose. However, the organization may have somewhat less confidence in 
their backup system and its ability to recover all of their critical systems accurately and 
in a timely manner.

Tape is not the only medium for backups. While tape has been the default medium 
since the 1960s, using a hard disk as a backup medium is growing in popularity: hard 
disk transfer rates are far higher, and disk is a random-access medium, whereas tape is 
a sequential-access medium.

E-vaulting is another viable option for system backup. E-vaulting permits organiza-
tions to back up their systems and data to an off-site location, which could be a storage 
system in another data center or a third-party service provider. This accomplishes two 
important objectives: reliable backup and off-site storage of backup media.

Backup Media Off-Site Storage Backup media that remains in the same loca-
tion as backed-up systems is adequate for data recovery purposes, but completely inade-
quate for disaster recovery purposes: any event that physically damages information 
systems (such as fire, flood, hazardous chemical spill, and so on) is likely to also damage 
backup media. To provide disaster recovery protection, backup media must be stored 
off-site in a secure location. Selection of this storage location is as important as the selection 
of a primary business location: in the event of a disaster, the survival of the organization 
may depend upon the protection measures in place at the off-site storage location.
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NOTE NOTE CISA exam questions relating to off-site backups may include details 
for safeguarding data during transport and storage, mechanisms for access 
during restoration procedures, media aging and retention, or other details 
that may aid you during the exam. Watch for question details involving the 
type of media, geo-locality (distance, shared disaster spectrum [such as a 
shared coastline], and so on) of the off-site storage area and the primary 
site, or access controls during transport and at the storage site, including 
environmental controls and security safeguards.

The criteria for selection of an off-site media storage facility are similar to the crite-
ria for selection of a hot/warm/cold recovery site discussed earlier in this chapter. If a 
media storage location is too close to the primary processing site, then it is more likely 
to be involved in the same regional disaster, which could result in damage to backup 
media. However, if the media storage location is too far away, then it might take too 
long for a delivery of backup media, which would result in a recovery operation that 
runs unacceptably long.

Another location consideration is the proximity of the media storage location and 
the hot/warm/cold recovery site. If a hot site is being used, then chances are there is 
some other near-real-time means (such as replication) for data to get to the hot site. But 
a warm or cold site may be relying on the arrival of backup media from the off-site 
media storage facility, so it might make sense for the off-site facility to be near the 
recovery site.

An important factor when considering off-site media storage is the method of delivery 
to and from the storage location. Chances are that the backup media is being trans-
ported by a courier or a shipping company. It is vital that the backup media arrive 
safely and intact, and that the opportunities for interception or loss be reduced as much 
as possible. Not only can a lost backup tape make recovery more difficult, but it can 
also cause an embarrassing security incident if knowledge of the loss were to become 
public. From a confidentiality/integrity perspective, encryption of backup tapes is a 
good idea, although this digresses somewhat from disaster recovery (concerned primar-
ily with availability). Backup tape encryption is discussed in Chapter 6.

NOTE NOTE The requirements for off-site storage are a little less critical than for a 
hot/warm/cold recovery site. All you have to do is be able to get your backup 
media out of that facility. This can occur even if there is a regional power 
outage, for instance.

Developing Recovery and Continuity Plans
In the previous section, I discussed the notion of establishing recovery targets and the 
development of architectures, processes, and procedures. The processes and procedures 
are related to the normal operation of those new technologies as they will be operated 
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in normal day-to-day operations. When those processes and procedures have been 
completed, then the disaster recovery plans and procedures (those actions that will take 
place during and immediately after a disaster) can be developed.

For example, an organization has established RPO and RTO targets for its critical 
applications. These targets necessitated the development of server clusters and storage 
area networks with replication. While implementing those new technologies, the orga-
nization developed the operations processes and procedures in support of those new 
technologies that would be carried out every day during normal business operations. As 
a separate activity, the organization would then develop the procedures to be performed 
when a disaster strikes the primary operations center for those applications; those 
procedures would include all of the steps that must be taken so that the applications 
can continue operating in a warm site or hot site location.

The procedures for operating critical applications during a disaster are a small part 
of the entire body of procedures that must be developed. Several other sets of proce-
dures must also be developed, including

• Evacuation procedures

• Disaster declaration procedures

• Responsibilities

• Contact information

• Recovery procedures

• Continuing operations

All of these are required so that an organization will be adequately prepared in the 
event a disaster occurs.

Evacuation Procedures
When a disaster strikes, measures to ensure the safety of personnel need to be taken 
immediately. If the disaster has occurred or is about to occur to a building, personnel 
need to be evacuated as soon as possible. Arguably, however, in some situations evacu-
ation is exactly the wrong thing to do; for example, if a hurricane or tornado is bearing 
down on a facility, then the building itself may be the best shelter for personnel, even 
if it incurs some damage. The point here is that evacuation procedures need to be care-
fully developed, and possibly more than one set of evacuation procedures will be need-
ed, depending on the event.

NOTE NOTE The highest priority in any disaster or emergency situation is the 
safety of human life.

Evacuation procedures need to take many factors into account, including

• Ensuring that all personnel are familiar with evacuation procedures

• Ensuring that visitors will know how to evacuate the premises
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• Posting signs and placards that indicate emergency evacuation routes and 

gathering areas outside of the building

• Emergency lighting to aid in evacuation

• Fire extinguishment equipment (portable fire extinguishers, and so on)

• The ability to communicate with public safety and law enforcement authorities, 
including in situations where communications and electric power have been 
cut off, and when all personnel are outside of the building

• Care for injured personnel

• CPR and emergency first-aid training

• Safety personnel who can assist evacuation of injured and disabled persons

• The ability to account for visitors and other non-employees

• Emergency shelter in extreme weather conditions

• Emergency food and drinking water

• Periodic tests to ensure that evacuation procedures will be adequate in the 
event of a real emergency

Local emergency management organizations may have additional information 
available that can assist an organization with its emergency evacuation procedures.

Disaster Declaration Procedures
Disaster response procedures are initiated when a disaster is declared. However, there 
needs to be a procedure for the declaration itself, so that there will be little doubt as to 
the conditions that must be present.

Why is a disaster declaration procedure required? Primarily, because it’s not always 
clear whether a situation is a real disaster. Sure, a 7.5 earthquake or a major fire is a 
disaster, but overcooking popcorn in the microwave that sets off a building’s fire alarm 
system might not be. Many “in between” situations may or may not be disasters. A 
disaster declaration procedure must state some basic conditions that will help determine 
whether a disaster should be declared.

Further, who has the authority to declare a disaster? What if senior management per-
sonnel frequently travel and may not be around? Who else can declare a disaster? And, 
finally, what does it mean to declare a disaster—and what happens next?

Form a Core Team To be effective and workable, a core team of personnel needs 
to be established, all of whom will be familiar with the disaster declaration procedure, 
as well as the actions that must take place once a disaster has been declared. This core 
team should consist of middle and upper managers who are familiar with business 
operations, particularly those that are critical. This core team must be large enough so 
that a requisite few of them are on-hand when a disaster strikes. In organizations that 
have second shifts, third shifts, and weekend work, some of the core team members 
should be those in supervisory positions during those off-hours times. However, some 
of the core team members can be personnel who work “business hours” and are not 
on-site all of the time.
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Declaration Criteria The declaration procedure must contain some tangible crite-
ria that a core team member can consult to guide him or her down the “is this a disaster” 
decision path.

The criteria for declaring a disaster should be related to the availability and viability 
of ongoing critical business operations. Some example criteria include any one or more 
of the following:

• Forced evacuation of a building containing or supporting critical operations 
that is likely to last for more than four hours

• Hardware, software, or network failures that result in a critical IT system being 
incapacitated or unavailable for more than four hours

• Any security incident that results in a critical IT system being incapacitated 
for more than four hours (security incidents could involve malware, break-in, 
attack, sabotage, and so on)

• Any event causing employee absenteeism or supplier shortages that, in turn, 
results in one or more critical business processes being incapacitated for more 
than eight hours

• Any event causing a communications failure that results in critical IT systems 
being unreachable for more than four hours

The preceding examples are a mostly complete list of criteria for many organiza-
tions. The periods will vary from organization to organization. For instance, a large, 
pure-online business such as Amazon.com would probably declare a disaster if its main 
web sites were unavailable for more than a few minutes. But in an organization where 
computers are far less critical, an outage of four hours might not be considered a disaster.

Pulling the Trigger When disaster declaration criteria are met, the disaster should be 
declared. The procedure for disaster declaration could permit any single core team 
member to declare the disaster, but it may be better to have two or more core 
team members to agree on whether a disaster should be declared. Whether an organi-
zation should use a single-person declaration or a group of two or more is each organiza-
tion’s choice.

All core team members empowered to declare a disaster should have the procedure 
on-hand at all times. In most cases, the criteria should fit on a small, laminated wallet 
card that each team member can have with him or her or nearby at all times. For orga-
nizations that use the consensus method for declaring a disaster, the wallet card should 
include the names and contact numbers for other core team members, so that each will 
have a way of contacting others.

Next Steps Declaring a disaster will trigger the start of one or more other response 
procedures, but not necessarily all of them. For instance, if a disaster is declared because 
of a serious computer or software malfunction, there is no need to evacuate the building. 
While this example may be obvious, not all instances will be this clear. Either the disaster 
declaration procedure itself, or each of the subsequent response procedures, should 
contain criteria that will help determine which response procedures should be enacted.
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False Alarms Probably the most common cause of personnel not declaring a disas-
ter is the fear that a real disaster is not taking place. Core team members empowered 
with declaring a disaster should not necessarily hesitate. Instead, core team members 
could convene with additional core team members to reach a firm decision, provided 
this can be done quickly.

If a disaster has been declared, and later it is clear that a disaster has been averted 
(or did not exist in the first place), the disaster can simply be called off and declared to 
be over. Response personnel can be contacted and told to cease response activities and 
return to their normal activities.

Responsibilities
During a disaster, many important tasks must be performed to evacuate personnel, assess 
damage, recover critical processes and systems, and carry out many other functions that 
are critical to the survival of the enterprise.

About 20 different responsibilities are described here. In a large organization, each 
responsibility may be staffed with a team of two, three, or many individuals. In small 
organizations, a few people may incur many responsibilities each, switching from role 
to role as the situation warrants.

All of these roles will be staffed by people who are available to fill these roles. It is 
important to remember that many of the “ideal” persons to fill each role will be 
unavailable during a disaster for several reasons, including

• Injured, ill, or deceased Some regional disasters will inflict widespread 
casualties that will include some proportion of response personnel. Those 
who are injured, ill (in the case of a pandemic, for instance, or who are 
recovering from a sickness or surgery when the disaster occurs), or who are 
killed by the disaster are clearly not going to be showing up to help out.

• Caring for family members Some types of disasters may cause widespread 
injury or require mass evacuation. In some of these situations, many personnel 
will be caring for family members whose immediate needs for safety will take 
priority over the needs of the workplace.

• Transportation unavailable Many types of disasters include localized or 
widespread damage to transportation infrastructure, which may result in many 
persons who are willing to be on-site to help with emergency operations being 
unable to get to the work site.

• Out of the area Some disaster response personnel may be away on business 
travel or on vacation, and be unable to respond. However, some persons being 
away may actually be opportunities in disguise; unaffected by the physical 
impact of the disaster, they may be able to help out in other ways, such as 
communications with suppliers, customers, or other personnel.

• Communications Some types of disasters, particularly those that are localized 
(versus widespread and obvious to an observer), require that disaster response 
personnel be contacted and asked to help. If a disaster strikes after hours, some 
personnel may be unreachable if they are engaged in any activity where they do 
not have a mobile phone with them or are out of range.
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• Fear Some types of disasters (such as pandemic, terrorist attack, flood, and 

so on) may instill fear for safety on the part of response personnel who will 
resist the call to help and stay away from the work site.

NOTE NOTE Response personnel in all disciplines and responsibilities will need to 
be able to piece together whatever functionality they are called on to do, using 
whatever resources are available—this is part art form and part science. While 
response and contingency plans may make certain assumptions, personnel may 
find themselves with fewer resources than planned, requiring them to do the 
best they can with the resources available.

Each function will be working with personnel in many other functions, often work-
ing with unfamiliar persons. An entire response and recovery operation may be operating 
almost like a brand-new organization in unfamiliar settings and with an entirely new 
set of playing rules. In typical organizations, teams work well when team members are 
familiar with, and trust, one another. In a response and recovery operation, the stress 
level is much higher because the stakes—company survival—are higher, and often the 
teams are composed of persons who have little experience with each other in these new 
roles. This will cause additional stress that will bring out the best and worst in people, 
as illustrated in Figure 7-11.

Emergency Response These are the “first responders” during a disaster. Top priori-
ties include evacuation of personnel, first aid, triage of injured personnel, and possibly, 
firefighting.

Figure 7-11 Stress is compounded by the pressure of disaster recovery and the formation of new 
teams in times of chaos.
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Command and Control (Emergency Management) During disaster response 
operations, someone has to be in charge. In a disaster, resources may be scarce, and 
many matters vie for attention. Someone needs to fill the role of decision maker to 
keep disaster response activities moving and to handle situations that arise. This role 
may need to be rotated among various personnel, particularly in smaller organizations, 
to counteract fatigue.

NOTE NOTE Although the first person on the scene may be the person in charge 
initially, that will definitely change as qualified assigned personnel show up 
and take charge, and as the nature of the disaster and response solidifies. The 
leadership roles may then be passed among key personnel already designated 
to be in charge.

Scribe It’s vital that one or more persons continually document the important events 
during disaster response operations. From decisions to discussions to status to roll call, 
these events must be written down so that the details of disaster response can be pieced 
together afterward. This will help the organization better understand how disaster 
response unfolded, how decisions were made, and who performed which actions, all of 
which will help the organization be better prepared for future events.

Internal Communications In many disaster scenarios, personnel may be 
stripped of many or all of their normal means of communication, such as desk phone, 
voicemail, e-mail, and instant messaging. Yet never are communications as vital as dur-
ing a disaster, when nothing is going according to plan. Internal communications are 
needed so that status on various activities can be sent to command and control, and so 
that priorities and orders can be sent to disaster response personnel.

External Communications People outside of the organization need to know 
what’s going on when a disaster strikes. There’s a potentially long list of parties who 
want or need to know the status of business operations during and after a disaster, 
including

• Customers

• Suppliers

• Partners

• Shareholders

• Neighbors

• Regulators

• Media

• Law enforcement and public safety authorities

These different audiences need different messages, as well as messages in different 
forms.
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Legal and Compliance Several needs may arise during a disaster that require the 
attention of inside or outside legal counsel. Disasters present unique situations that 
need legal assistance such as:

• Interpretation of regulations

• Interpretation of contracts with suppliers and customers

• Management of matters of liability to other parties

NOTE NOTE Typical legal matters need to be resolved before the onset of a 
disaster.

Damage Assessment Whether a disaster is a physically violent event such as an 
earthquake or volcano, or instead involves no physical manifestation, such as a serious 
security incident, one or more experts are needed who can examine affected assets and 
accurately assess the damage. Because most organizations own many different types of 
assets (from buildings to equipment to information), qualified experts are needed to 
assess each asset type involved. It is not necessary to call upon all available experts, only 
those whose expertise matches the type of event that has occurred.

Some expertise may go well beyond the skills present in an organization, such as a 
building structural engineer who can assess potential earthquake damage. In such cases 
it may be sensible to retain the services of an outside engineer who will respond and 
provide an assessment on whether a building is safe to occupy after a disaster.

Salvage Disasters destroy assets that the organization uses to make products or perform 
services. When a disaster occurs, someone (either a qualified employee or an outside 
expert) needs to examine assets to determine which are salvageable; then a salvage team 
needs to perform the actual salvage operation at a pace that meets the organization’s 
needs.

In some cases, salvage may be a critical-path activity, where critical processes are 
paralyzed until salvage and repairs to machinery can be performed. In other cases, the 
salvage operation is performed on inventory of finished goods, raw materials, and other 
items so that business operations can be resumed. Occasionally, when it is obvious that 
damaged equipment or materials are a total loss, the salvage effort is one of selling 
the damaged items or materials to some organization that wants them.

Assessment of damage to assets may be a high priority when an organization will 
be filing an insurance claim. Insurance may be a primary source of funding for the 
organization’s recovery effort.

NOTE NOTE Salvage operations may be a critical-path activity, or one that can be 
carried out well after the disaster. The command-and-control function will 
need to help decide the priority.
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Physical Security After a disaster, the organization’s usual physical security controls 
may be compromised. For instance, fencing, walls, and barricades could be damaged, or 
video surveillance systems may be disabled or have no electric power. These and other 
failures could lead to increased risk of loss or damage to assets and personnel until those 
controls can be fixed. Also, security controls in temporary quarters such as hot/warm/
cold sites and temporary work centers may be below those in primary locations.

Supplies During emergency and recovery operations, personnel will require sup-
plies of many kinds, from writing tablets and pens to cell phones, portable generators, 
and extension cords. This function may also be responsible for ordering replacement 
assets such as servers and network equipment for a cold site.

Transportation When workers are operating from a temporary location, and/or if 
regional or local transportation systems have been compromised, many arrangements 
for all kinds of transportation may be required to support emergency operations. These 
can include transportation of replacement workers, equipment, or supplies by truck, 
car, rail, sea, or air. This function could also be responsible for arranging for temporary 
lodging for personnel.

Network This technology function is responsible for damage assessment to organi-
zation voice and data networks, building/configuring networks for emergency operations, 
or both. This function may require extensive coordination with external telecommunica-
tions service providers who, by the way, may be suffering the effects of a local or regional 
disaster as well.

Network Services This function is responsible for network-centric services such 
as DNS (domain name service), SNMP (simple network management protocol), and 
authentication.

Systems This is the function that is responsible for building, loading, and configur-
ing the servers and systems that support critical services, applications, databases, and 
other functions. Personnel may have other resources such as virtualization technology 
to enable additional flexibility.

Databases For critical applications that rely upon databases, this function is 
responsible for building databases on recovery systems and for restoring or recovering 
data from backup media, replication volumes, or e-vaults onto recovery systems. Data-
base personnel will need to work with systems, network, and applications personnel to 
ensure that databases are operating properly and available as needed.

Data and Records This function is responsible for access to and re-creation of 
electronic and paper business records. This is a business function that supports critical 
business processes and works with database management personnel and, if necessary, 
works with data-entry personnel to rekey lost data.
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Applications The applications function is responsible for recovering application 
functionality on application servers. This may include reloading application software, 
performing configuration, provisioning roles and user accounts, and connecting the 
application to databases, network services, and other application integration issues.

Access Management This function is responsible for creating and managing user 
accounts for network, system, and application access. Personnel with this responsibility 
may be especially susceptible to social engineering and be tempted to create user 
accounts without proper authority or approval.

Information Security Personnel in this capacity are responsible for ensuring that 
proper security controls are being carried out during recovery and emergency opera-
tions. They will be expected to identify risks associated with emergency operations and 
to require remedies to reduce risks.

Security personnel will also be responsible for enforcing privacy controls, so that 
employee and customer personal data will not be compromised, even as business op-
erations are compromised by the disaster and its effects.

Off-Site Storage This function is responsible for managing the effort of retrieving 
backup media from off-site storage facilities and for the protection of that media in 
transit to the scene of recovery operations. If recovery operations take place over an 
extended period (more than a couple of days), data at the recovery site will need to be 
backed up and sent to an off-site media storage facility to protect that information 
should a disaster occur at the hot/warm/cold site (and what bad luck that would be!).

User Hardware In many organizations, little productive work gets done when 
employees don’t have their workstations, printers, scanners, copiers, and other office 
equipment. Thus, a function is required to provide, configure, and support the variety 
of office equipment required by end users working in temporary or alternate locations. 
This function, like most others, will have to work with many others to ensure that work-
stations and other equipment are able to communicate with applications and services 
as needed to support critical processes.

Training During emergency operations, when response personnel and users are 
working in new locations (and often on new or different equipment and software), 
some of these personnel may need training so that their productivity can be quickly 
restored. Training personnel will need to be familiar with many disaster response and 
recovery procedures, so that they can help people in those roles understand what is 
expected of them. This function will also need to be able to dispense emergency opera-
tions procedures to these personnel.

Relocation This function comes into play when IT is ready to migrate applications 
running on hot/warm/cold site systems back to the original (or replacement) process-
ing center.
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Contract Information This function is responsible for understanding and inter-
preting legal contracts. Most organizations are a party to one or more legal contracts 
that require them to perform specific activities, provide specific services, and to 
communicate status if service levels have changed. These contracts may or may not 
have provisions for activities and services during disasters, including communications 
regarding any changes in service levels.

This function is vital not only during the disaster planning stages but also during 
actual disaster response. Customers, suppliers, regulators, and other parties need to be 
informed according to specific contract terms.

Recovery Procedures
Recovery procedures are the instructions that key personnel use to bootstrap services 
(such as IT systems and other enabling technologies) that support the critical business 
functions identified in the BIA. The recovery procedures should work hand-in-hand 
with the technologies that may have been added to IT systems to make them more 
resilient.

An example would be useful here. A fictitious company, Acme Rocket Boots, deter-
mines that its order-entry business function is highly critical to the ongoing viability of 
the business and sets recovery objectives to ensure that order entry would be continued 
within no more than 48 hours after a disaster.

Acme determines that it needs to invest in storage, backup, and replication tech-
nologies to make a 48-hour recovery possible. Without these investments, IT systems 
supporting order-entry would be down for at least ten days until they could be rebuilt 
from scratch. Acme cannot justify the purchase of systems and software to facilitate an 
auto-failover of the order-entry application to hot-site DR servers; instead, the recovery 
procedure would require that the database be rebuilt from replicated data on warm-site 
servers. Other tasks such as installing recent patches would also be necessary to make 
recovery servers ready for production use. All of the tasks required to make the systems 
ready constitute the body of recovery procedures needed to support the business order-
entry function.

This example is, of course, a gross oversimplification. Actual recovery procedures 
could take dozens of pages of documentation, and procedures would also be necessary 
for network components, end-user workstations, network services, and other support-
ing IT services required by the order-entry application. And those are the procedures 
needed just to get the application running again. More procedures would be needed to 
keep the applications running properly in the recovery environment.

Continuing Operations
Procedures for continuing operations have more to do with business processes than 
they do with IT systems. However, the two are related, since the procedures for continu-
ing critical business processes have to fit hand-in-glove with the procedures for operat-
ing supporting IT systems that may also (but not necessarily) be operating in a recovery 
or emergency mode.
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Let me clarify that last statement. It is entirely conceivable that a disaster could strike 

an organization with critical business processes that operate in one city but that are sup-
ported by IT systems located in another city. A disaster could strike the city with the 
critical business function, which means that personnel might have to continue operat-
ing that business function in another location, on the original, fully featured IT application. 
It is also possible that a disaster could strike the city with the IT application, forcing it 
into an emergency/recovery mode in an alternate location, while users of the applica-
tion are operating in a business-as-usual mode. And, of course, a disaster could strike 
both locations (or a disaster could strike in one location where both the critical business 
function and its supporting IT applications are), throwing both the critical business func-
tion and its supporting IT applications into emergency mode. Any organization’s reality 
could be even more complex than this: just add dependencies on external application 
service providers, applications with custom interfaces, or critical business functions that 
operate in multiple cities. If you wondered why disaster recovery and business continu-
ity planning were so complicated, perhaps your appreciation has grown.

Restoration Procedures
When a disaster has occurred, IT operations need to temporarily take up residence in an 
alternate processing site while repairs are performed on the original processing site. 
Once those repairs are completed, IT operations would need to be transitioned back to 
the main (or replacement) processing facility. You should expect that the procedures 
for this transition would also be documented (and tested—testing is discussed later in 
this chapter). 

NOTE NOTE Transitioning applications back to the original processing site is not 
necessarily just a second iteration of the initial move to the hot/warm/cold 
site. Far from it: the recovery site may have been a skeleton (in capacity, 
functionality, or both) of its original self. The objective is not necessarily to 
move the functionality at the recovery site back to the original site, but to 
restore the original functionality at the original site.

Let’s look at an example. To continue the Acme Rocket Boots example: their order-
entry application at the DR site had only basic, not extended, functions. For instance, 
customers could not look at order history, and they could not place custom orders; they 
could only order off-the-shelf products. But when the application is moved back to the 
primary processing facility, the history of orders accumulated on the DR application needs 
to be merged into the main order history database, which was not a part of the DR plan. 

Considerations for Continuity and Recovery Plans
A considerable amount of detailed planning and logistics must go into continuity and 
recovery plans if they are to be effective.

Availability of Key Personnel
An organization cannot depend upon every member of its regular expert workforce to 
be available in a disaster. As discussed earlier in this chapter in more detail, personnel 
may be unavailable for a number of reasons, including
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• Injury, illness, or death

• Caring for family members

• Unavailable transportation 

• Being out of the area

• Lack of communications

• Fear

NOTE NOTE An organization must develop thorough and accurate recovery and 
continuity documentation as well as cross-training and plan testing. When a 
disaster strikes, an organization has one chance to survive, and it depends 
upon how well the available personnel are able to follow recovery and 
continuity procedures and to keep critical processes functioning properly.

Emergency Supplies
The onset of a disaster may cause personnel to be stranded at a work location, possibly 
for several days. This can be caused by a number of reasons, including inclement weath-
er that makes travel dangerous, or by transportation infrastructure that is damaged or 
blocked with debris.

Emergency supplies should be laid up at a work location and made available to 
personnel stranded there, regardless of whether they are supporting a recovery effort or 
not (it’s also possible that severe weather or a natural or man-made event could make 
transportation dangerous or impossible).

A disaster can also prompt employees to report to a work location (at the primary 
location or at an alternate site) where they may remain for days at a time, even around 
the clock if necessary. A situation like this may make the need for emergency supplies 
less critical, but it still may be beneficial to the recovery effort to make supplies avail-
able to support recovery personnel.

An organization stocking emergency supplies at a work location should consider 
including

• Drinking water

• Food rations

• First-aid supplies

• Blankets

• Flashlights

• Battery or crank-powered radio

Local emergency response authorities may recommend other supplies be kept at a work 
location.

Communications
Communications within organizations, as well as with customers, suppliers, partners, 
shareholders, regulators, and others, is vital under normal business conditions. During 
a disaster and subsequent recovery and restoration operations, it’s more important than 
ever, while many of the usual means for communications may be impaired.
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Identifying Critical Personnel A successful disaster recovery operation requires 
available personnel who are located near company operations centers. While the 
primary response personnel may consist of the individuals and teams responsible for 
day-to-day corporate operations, others need to be identified. In a disaster, some per-
sonnel will be unavailable for many reasons (discussed earlier in this chapter).

Key personnel, as well as their backup persons, need to be identified. Backup per-
sonnel can consist of other employees who have familiarity with specific technologies, 
such as operating system, database, and network administration, and who can cover for 
primary personnel if needed. Sure, it would be desirable for these backup personnel also 
to be trained in specific recovery operations, but at the very least, if these personnel 
have access to specific detailed recovery procedures, having them on a call list is prob-
ably better than having no available personnel during a disaster.

Identifying Critical Suppliers, Customers, and Other Parties Besides 
employees, many other parties need to be notified in the event of a disaster. Outside 
parties need to be aware of the disaster, as well as of basic changes in business conditions.

In a regional disaster such as a hurricane or earthquake, nearby parties will 
certainly be aware of the disaster and that your organization is involved in it somehow. 
However, those parties may not be aware of the status of business operations immedi-
ately after the disaster: a regional event’s effects can range from complete destruction of 
buildings and equipment to no damage at all and business-as-usual conditions. Unless 
key parties are notified of status, they may have no other way to know for sure.

Parties that need to be contacted may include

• Key suppliers This may include electric and gas utilities, fuel delivery, and 
materials delivery. An organization in a disaster will often need to impart 
special instructions to one or more suppliers, requesting delivery of extra 
supplies or temporary cessation of deliveries.

• Key customers Many organizations have key customers whose relationships 
are valued above most others. These customers may depend on a steady 
delivery of products and services that are critical to their own operations; 
in a disaster, those customers may have a dire need to know whether such 
deliveries will be able to continue or not, and under what circumstances.

• Public safety Police, fire, and other public safety authorities may need to 
be contacted, not only for emergency operations such as firefighting, but also 
for any required inspections or other services. It is important that “business 
office” telephone numbers for these agencies be included on contact lists, as 
9-1-1 and other emergency lines may be flooded by calls from others.

• Insurance adjusters Most organizations rely on insurance companies to 
protect their assets from damage or loss in a disaster. Because insurance 
adjustment funds are often a key part of continuing business operations 
in an emergency, it’s important to be able to reach insurers as soon as 
possible after a disaster has occurred.
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• Regulators In some industries, organizations are required to notify regulators 

of certain types of disasters. While regulators obviously may be aware of 
noteworthy regional disasters, they may not immediately know an event’s 
specific effects on an organization. Further, some types of disasters are highly 
localized and may not be newsworthy, even in a local city.

• Media Media outlets such as newspapers and television stations may need 
to be notified as a means of quickly reaching the community or region with 
information about the effects of a disaster on organizations.

• Shareholders Organizations are usually obliged to notify their shareholders 
of any disastrous event that affects business operations. This may be the case 
whether the organization is publicly or privately held.

NOTE NOTE The persons or teams responsible for communicating with these 
outside parties will need to have all of the individuals and organizations 
included in a list of parties to contact. This information should all be included 
in emergency response procedures.

Setting Up Call Trees Disaster response procedures need to include a call tree. 
This is a method where the first personnel involved in a disaster begin notifying others 
in the organization, to inform them of the developing disaster and to enlist their 
assistance.

Just as the branches of a tree originate at the trunk and are repeatedly subdivided, a 
call tree is most effective when each person in the tree can make just a few phone calls. 
Not only will the notification of important personnel proceed more quickly, but each 
person will not be overburdened with many calls.

Remember, in a disaster a significant portion of personnel may be unavailable or 
unreachable. Therefore, a call tree should be structured so that there is sufficient flexi-
bility as well as assurance that all critical personnel will be contacted. Figure 7-12 shows 
an example call tree.

Figure 7-12 Example call tree structure
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An organization can also use an automated outcalling system to notify critical person-

nel of a disaster. Such a system can play a prerecorded message or request that personnel call 
an information number to hear a prerecorded message. Most outcalling systems keep a 
log of which personnel have been successfully reached. 

An automated calling system should not be located in the same geographic region. 
If it were, a regional disaster could damage or make the system unavailable during a 
disaster. The system should be Internet accessible, so that response personnel can access 
it to determine which personnel have been notified, and to make any needed changes 
before or during a disaster.

Wallet Cards Wallet cards containing emergency contact information should be 
prepared for core team personnel for the organization, as well as for members in each 
department who would be actively involved in disaster response. Wallet cards are advan-
tageous, because most personnel will have their wallet, pocketbook, or purse nearby at 
all times, even when away from home, running errands, traveling, or on vacation. Infor-
mation on the wallet card should include contact information for fellow team members, 
a few of the key disaster response personnel, and any conference bridges or emergency 
call-in numbers that are set up. An example wallet card is shown in Figure 7-13.

Transportation
Some types of disasters may make certain modes of transportation unavailable or unsafe. 
Widespread natural disasters such as earthquakes, volcanoes, hurricanes, and floods 
can immobilize virtually every form of transportation including highways, railroads, 
boats, and air. Other types of disasters may impede one or more types of transporta-

Emergency Contacts
Joe Phillips, VP Ops: 213-555-1212 h, 415-555-1212 m
Marie Peterson, CFO: 206-555-1212 h, 425-555-1212 m
Mark Woodward, IT Ops: 360-555-1212 h, 253-555-1212 m
Gary Doan, VP Facilities: 509-555-1212 h, 702-555-1212 m
Jeff Patterson, IT Networks: 760-555-1212 h, 310-555-1212 m
Documentation at briefcase.yahoo.com: Userid = wunderground, password = L0c43Dupt1te
Emergency conference bridge: 1-800-555-1212, host code 443322, PIN 0748
Disaster declaration criteria: 8-hr outage anticipated on critical systems, 2 core members vote, 
then initiate call tree procedure to notify other response personnel

Off-site media storage vendor: 719-555-1212
Telecommunications and network service provider: 312-555-1212
Local emergency response authorities: 714-555-1212
Local health authorities: 702-555-1212
Local law enforcement authorities: 512-555-1212
Local hospitals: 808-555-1212, 913-555-1212
National weather service hotline: 602-555-1212
Regional transportation authority hotline: 312-555-1212
Local building inspectors: 414-555-1212

Figure 7-13  Example laminated wallet card for core team participants with emergency contact 
information and disaster declaration criteria
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tion, which could result in overwhelming demand for the available modes. High 
volumes of emergency supplies may be needed during and after a disaster, but damaged 
transportation infrastructure often makes the delivery of those supplies difficult.

Components of a Business Continuity Plan
The complete set of business continuity plan documents will include the following:

• Supporting project documents These will include the documents created at 
the beginning of the business continuity project, including the project charter, 
project plan, statement of scope, and statement of support from executives.

• Analysis documents These include the 

• Business impact analysis (BIA)

• Threat assessment and risk assessment

• Criticality analysis

• Documents defining recovery targets such as recovery time objective (RTO) 
and recovery point objective (RPO)

• Response documents These are all the documents that describe the required 
action of personnel when a disaster strikes, plus documents containing 
information required by those same personnel. Examples of these documents 
include

• Business recovery (or resumption) plan This describes the activities 
required to recover and resume critical business processes and activities.

• Occupant emergency plan (OEP) This describes activities required to 
safely care for occupants in a business location during a disaster. This will 
include both evacuation procedures and sheltering procedures, each of 
which might be required, depending upon the type of disaster that occurs.

• Emergency communications plan This describes the types of communications 
imparted to many parties, including emergency response personnel, employees 
in general, customers, suppliers, regulators, public safety organizations, 
shareholders, and the public.

• Contact lists These contain names and contact information for emergency 
response personnel as well as for critical suppliers, customers, and other 
parties.

• Disaster recovery plan This describes the activities required to restore 
critical IT systems and other critical assets, whether in alternate or primary 
locations.

• Continuity of operations plan (COOP) This describes the activities required 
to continue critical and strategic business functions at an alternate site.

• Security incident response plan (SIRT) This describes the steps required 
to deal with a security incident that could reach disaster-like proportions.

• Test and review documents This is the entire collection of documents 
related to tests of all of the different types of business continuity plans, as 
well as reviews and revisions to documents.
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Testing Recovery Plans
It’s surprising what you can accomplish when no one is concerned about who gets the credit. 
—Ronald Reagan

Business continuity and disaster recovery plans may look elegant and even inge-
nious on paper, but their true business value is greatly diminished until their worth is 
proven through testing. 

The process of testing DR and BC plans uncovers flaws not only in the plans, but 
also in the systems and processes that they are designed to protect. For example, testing 
a system recovery procedure might point out the absence of a critically needed hard-
ware component, or a recovery procedure might contain a syntax or grammatical error 
that misleads the recovery team member and results in recovery delays. Testing is de-
signed to uncover these types of issues.

Testing Recovery and Continuity Plans
Recovery and continuity plans need to be tested to prove their viability. Without testing, 
an organization has no way of really knowing whether its plans are effective. With inef-
fective plans, an organization has a far smaller chance of surviving a disaster.

Recovery and continuity plans have built-in obsolescence—not by design, but by 
virtue of the fact that technology and business processes in most organizations are un-
dergoing constant change and improvement. Thus, it is imperative that newly devel-
oped or updated plans be tested as soon as possible to ensure their effectiveness.

Types of tests range from lightweight and unobtrusive to intense and disruptive. The 
types of tests are 

• Document review

• Walkthrough

• Simulation

• Parallel test

• Cutover test

These tests are described in more detail in this section.

NOTE NOTE Usually, an organization will perform the less-intensive tests first, to 
identify the most obvious flaws, and follow with tests that require more effort.

Test Preparation
Each type of test requires advance preparation and recordkeeping. Preparation will con-
sist of several activities, including

• Participants You need to identify who will participate in an upcoming 
test. It is important to identify all relevant skill groups and department 
stakeholders so that the test will include a full slate of contributors.
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• Schedule The availability of each participant needs to be confirmed so that 

the test will include participation from all stakeholders.

• Facilities For all but the document review test, proper facilities need to 
be identified and set up. This might consist of a large conference room or 
training room. If the test will take place over several hours, one or more meals 
and/or refreshments may be needed as well.

• Scripting The simulation test requires some scripting, usually in the form 
of one or more documents that describe a developing scenario and related 
circumstances. Scenario scripting can make parallel and cutover tests more 
interesting and valuable, but this can be considered optional.

• Recordkeeping For all of the tests except the document review, one or more 
persons need to take good notes that can be collected and organized after the 
test is completed.

• Contingency plan The cutover test involves the cessation of processing on 
primary systems and the resumption of processing on recovery systems. This 
is the highest-risk plan, and things can go wrong. A contingency plan to get 
primary systems running again, in case something goes wrong during the test, 
needs to be developed.

These preparation activities are shown in Table 7-5.
The various types of tests are discussed next.

Document Review
A document review test is a review of some or all disaster recovery and business continu-
ity plans, procedures, and other documentation. Individuals typically review these 
documents on their own, at their own pace, but within whatever time constraints or 
deadlines that may have been established.

The purpose of a document review test is the review of the accuracy and completeness 
of document content. Reviewers should read each document with a critical eye, point out 
any errors, and annotate the document with questions or comments that can be sent back 
to the document’s author(s), who can make any necessary changes to the document.

If significant changes are needed in one or more documents, the project team may 
want to include a second round of document review before moving on to more 
resource-intensive tests.

Document 
Review

Walkthrough Simulation Parallel Test Cutover 
Test

Participants Yes Yes Yes Yes Yes

Schedule Yes Yes Yes Yes Yes

Facilities Yes Yes Yes Yes

Scripting Yes Optional Optional

Recordkeeping Yes Yes Yes Yes Yes

Contingency plan Yes

Table 7-5 Preparation Activities Required for Each Type of DR/BC Test
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The owner or document manager for the organization’s business continuity and 

disaster recovery planning project should document which persons review which docu-
ments, and perhaps even include the review copies or annotations. This practice will 
create a more complete record of the activities related to the development and testing 
of important DRP and BCP planning and response documents. It will also help to capture 
the true cost and effort of the development and testing of DRP and BCP capabilities in 
the organization.

Walkthrough
A walkthrough is similar to a document review: it’s a review of just the DRP and BCP 
documents. However, where a document review is carried out by individuals working 
on their own, a walkthrough is performed by an entire group of individuals in a live 
discussion.

A walkthrough is usually facilitated by a leader who guides the participants page-
by-page through each document. The leader may read sections of the document aloud, 
describe various scenarios where information in a section might be relevant, and take 
comments and questions from participants.

A walkthrough is likely to take considerably more time than a document review. 
One participant’s question on some minor point in the document could spark a worth-
while and lively discussion that could last a few minutes to an hour. The group leader 
or another person will need to take careful notes, in the event that any deficiencies are 
found in any of the documents. The leader will also need to be able to control the pace 
of the review, so that the group does not get unnecessarily hung up on minor points. 
Some discussions will need to be cut short or tabled for a later time or for an offline 
conversation among interested parties.

Even if major revisions are needed in recovery documents, it probably will be infea-
sible to conduct another walkthrough with updated documents. However, follow-up 
document reviews are probably warranted, to ensure that they were updated appropri-
ately, at least in the opinion of the walkthrough participants.

NOTE NOTE Participants in the walkthrough should carefully consider that the 
potential audience for recovery procedures may be persons who are not as 
familiar as they are with systems and processes. They need to remember that 
the ideal personnel may not be available during a real disaster. Participants also 
need to realize that the skill level of recovery personnel might be a little below 
that of the experts who operate systems and processes in normal circumstances. 
Finally, walkthrough participants need to remember that systems and processes 
undergo almost continuous change, which could render some parts of the 
recovery documentation obsolete or incorrect all too soon.

Simulation
A simulation is a test of disaster recovery and business continuity procedures where the 
participants take part in a “mock disaster” to add some realism to the process of think-
ing their way through emergency response documents.
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A simulation could be an elaborate and choreographed walkthrough test where a 

facilitator reads from a script and describes a series of unfolding events in a disaster 
such as a hurricane or an earthquake. This type of simulation might almost be viewed 
as “playacting,” where the script is the set of emergency response documentation. By 
stimulating the imagination of simulation participants, it’s possible for participants to 
really imagine that a disaster is taking place, which may help them to better understand 
what real disaster conditions might be like. It will help tremendously if the facilitator 
has actually experienced one or more disaster scenarios, so that he or she can add more 
realism when describing events.

To make the simulation more credible and valuable, the scenario that is chosen 
should be one that has a reasonable chance of actually occurring in the local area. 
Good choices would include an earthquake in San Francisco or Los Angeles, a volcanic 
eruption in Seattle, or an avalanche in Switzerland. A poor choice would be a hurricane 
or tsunami in central Asia, because these events would not ever occur there.

A simulation can also go a few steps further. For instance, the simulation can take 
place at an established emergency operations center, the same place where emergency 
command-and-control would operate in a real disaster. Also, the facilitator could change 
some of the participants’ roles, to simulate the real absence of certain key personnel, to 
see how remaining personnel might conduct themselves in a real emergency.

NOTE NOTE The facilitator of a simulation is limited only by his or her own 
imagination when organizing a simulation. One important fact to remember, 
though, is that a simulation does not actually affect any live or DR systems—
it’s all as pretend as the make-believe cardboard television sets and computers 
found in furniture stores.

Parallel Test
A parallel test is an actual test of disaster recovery and/or business continuity response 
plans. The purpose of a parallel test is to evaluate the ability of personnel to follow 
directives in emergency response plans—to actually set up the DR business processing 
or data processing capability. In a parallel test, personnel are actually setting up the IT 
systems that would be used in an actual disaster and operating those IT systems with real 
business transactions to find out if the IT systems perform the processing correctly.

The outcome of a parallel test is threefold:

• It evaluates the accuracy of emergency response procedures.

• It evaluates the ability for personnel to correctly follow the emergency 
response procedures.

• It evaluates the ability for IT systems and other supporting apparatus to 
process real business transactions properly.

A parallel test is called a parallel test because live production systems continue to 
operate, and the backup IT systems are processing business transactions in parallel to see 
if they process them the same as the live production systems do.

ch07.indd   467 9/15/2009   1:01:20 P



CISA Certified Information Systems Auditor All-in-One Exam Guide

468
Setting up a valid parallel test is complicated in many cases. In effect, you need to 

insert a logical “Y cable” into the business process flow so that the information flow 
will split and flow both to production systems (without interfering with their opera-
tion) and to the backup systems. Results of transactions need to be compared. Personnel 
need to be able to determine whether the backup systems would be able to output correct 
data without actually having them do so. In many complex environments, you would not 
want the DR system to actually feed information back into a live environment, because 
that might cause duplicate events to occur someplace else in the organization (or with 
customers, suppliers, or other parties). For instance, in a travel reservations system, you 
would not want a DR system to actually book travel, because that would cost real mon-
ey and consume available space on an airline or other mode of transportation. But it 
would be important to know whether the DR system would be able to perform those 
functions. Somewhere along the line, it will be necessary to “unplug” the DR system 
from the rest of the environment and manually examine results to see if they appear to 
be correct.

Organizations that do wish to see if their backup/DR systems can manage a real 
workload can perform a cutover test, which is discussed next.

Cutover Test
A cutover test is the most intrusive type of disaster recovery test. It will also provide the 
most reliable results in terms of answering the question of whether backup systems 
have the capacity to shoulder the real workload properly.

The consequences of a failed cutover test, however, might resemble an actual disas-
ter: if any part of the cutover test fails, then real, live business processes will be going 
without the support of IT applications as though a real outage or disaster were in prog-
ress. But even a failure like this would show you that “no, the backup systems won’t 
work in the event a real disaster were to happen later today.”

In some respects, a cutover test is easier to perform than a parallel test. A parallel 
test is a little trickier, since business information is required to flow to the production 
system and to the backup system, which means that some artificial component has 
been somehow inserted into the environment. However, with a cutover test, business 
processing does take place on the backup systems only, which can often be achieved 
through a simple configuration someplace in the network or the systems layer of the 
environment.

NOTE NOTE Not all organizations perform cutover tests, because they take a lot 
of resources to set up and are risky. Many organizations find that a parallel 
test is sufficient to tell whether backup systems are accurate, and the risk 
of an embarrassing incident is almost zero with a parallel test.

Documenting Test Results
Every type and every iteration of DR plan testing needs to be documented. It’s not 
enough to say, “We did the test on September 10, 2009, and it worked.” First of all, no 
test goes perfectly—there are always opportunities for improvement identified. But the 
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most important part of testing is to discover what parts of the test still need work, so that 
those parts of the plan can be fixed before the next test (or a real disaster).

As with any well-organized project, success is in the details. The road to success is 
littered with big and little mistakes, and all of the things that are identified in every sort 
of DR test need to be detailed, so that the next iteration of the test will give better results.

Recording and comparing detailed test results from one test to the next will also 
help the organization to measure progress. By this I mean that the quality of emergency 
response plans should steadily improve from year to year. Simple mistakes of the past 
should not be repeated, and the only failures in future tests should be in new and 
novel parts of the environment that weren’t well thought out to begin with. And even 
these should diminish over time.

Improving Recovery and Continuity Plans
Every test of recovery and response plans should include a debrief or review, so that 
participants can discuss the outcome of the test: what went well, what went wrong, and 
how things should be done differently next time. All of this information should be col-
lected by someone who will be responsible for making changes to relevant documents. 
The updated documents should be circulated among the test participants who can 
confirm whether their discussion and ideas are properly reflected in the document.

Training Personnel
The value and usefulness of a high-quality set of disaster response and continuity plans 
and procedures will be greatly diminished if those responsible for carrying out the pro-
cedures are unfamiliar with them.

A person cannot learn to ride a bicycle by reading even the most detailed how-to 
instructions on the subject, so it’s equally unrealistic to expect personnel to be able 
to properly carry out disaster response procedures if they are untrained in those proce-
dures.

Several forms of training can be made available for the personnel who are expected 
to be available if a disaster strikes, including

• Document review Personnel can carefully read through procedure 
documents, to become familiar with the nature of the recovery procedures. 
But as mentioned earlier, this alone may be insufficient.

• Participation in walkthroughs People who are familiar with specific 
processes and systems that are the subject of walkthroughs should participate 
in them. Exposing personnel to the walkthrough process will not only help to 
improve the walkthrough and recovery procedures, but will also be a learning 
experience for participants.

• Participation in simulations Taking part in simulations will similarly benefit 
the participants by giving them the experience of thinking through a disaster.

• Participation in parallel and cutover tests Other than experiencing 
an actual disaster and its recovery operations, no experience is quite like 
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participating in parallel and cutover tests. Here, participants will gain actual 
hands-on experience with critical business processes and IT environments by 
performing the actual procedures that they would in the event of a disaster. 
When a disaster strikes, those participants can draw upon their memory of 
having performed those procedures in the past, instead of just the experience 
of having read the procedures.

You can see that all of the levels of tests that need to be performed to verify the quality 
of response plans are also training opportunities for personnel. The development and 
testing of disaster-related plans and procedures provide a continuous learning experi-
ence for all of the personnel involved.

Making Plans Available to Personnel 
When Needed
When a disaster strikes, often one of the effects is no access to even the most critical IT 
systems. Given a 40-hour workweek, there is roughly a 25 percent likelihood that criti-
cal personnel will be at the business location when a disaster strikes (at least the violent 
type of disaster that strikes with no warning, such as an earthquake—other types of 
disasters, such as hurricanes, may afford the organization a little bit of time to antici-
pate the disaster’s impact). The point is, chances are very good that the personnel who 
are available to respond may be unable to access the procedures and other information 
that they will need, unless special measures are taken.

NOTE NOTE Complete BCP/DRP documentation often contains details of key 
systems, operating procedures, recovery strategies, and even vendor and 
model identification of in-place equipment. This information can be misused if 
available to unauthorized personnel, so the mechanism selected for ensuring 
availability must include planning to exclude inadvertent disclosure.

There are several ways that response and recovery procedures can be made available 
to personnel during a disaster, including

• Hard copy While many have grown accustomed to the paperless office, 
disaster recovery and response documentation is one type of information that 
should be available in hardcopy form. Copies, even multiple copies, should 
be available for each responder, with a copy at the workplace and another at 
home, and possibly even a set in the responder’s vehicle.

• Soft copy Traditionally, softcopy documentation is kept on file servers, 
but as you might expect, those file servers might be unavailable in a disaster. 
Soft copies should be available on responders’ portable devices (laptops, 
PDAs, and perhaps smart phones). An organization can also consider issuing 
documentation on memory sticks and cards. Depending upon the type of 
disaster, it can be difficult to know what resources will be available to access 
documentation, so making it available in more than one form will ensure that 
at least one copy of it will be available to the personnel who need access to it.

ch07.indd   470 9/15/2009   1:01:21 P



Chapter 7: Business Continuity and Disaster Recovery

471
• Alternate work/processing site Organizations that utilize a hot/warm/cold 

site for the recovery of critical operations can maintain hard copies and/or soft 
copies of recovery documentation there. This makes perfect sense; personnel 
working at an alternate processing or work site will need to know what to do, 
and having those procedures on-site will facilitate their work.

• Online Soft copies of recovery documentation can be archived on an 
Internet-based site that includes the ability to store data. Almost any type 
of online service that includes authentication and the ability to upload 
documents could be suitable for this purpose.

• Wallet cards It’s unreasonable to expect to publish recovery documentation 
on a laminated wallet card, but those cards could be used to store the contact 
information for core response team members as well as a few other pieces of 
information like conference bridge codes, passwords to online repositories 
of documentation, and so on. An example wallet card appears earlier in this 
chapter, in Figure 7-13.

Maintaining Recovery and Continuity Plans
Business processes and technology undergo almost continuous change in most organi-
zations. A business continuity plan that is developed and tested is liable to be outdated 
within months and obsolete within a year. If much more than a year passes, a DR plan 
in some organizations may approach uselessness. This section discusses how organiza-
tions need to keep their DR plans up-to-date and relevant.

A typical organization needs to establish a schedule whereby the principal DR doc-
uments will be reviewed. Depending on the rate of change, this could be as frequently 
as quarterly or as seldom as every two years.

Further, every change, however insignificant, in business processes and information 
systems should include a step to review and, possibly, to update relevant DR docu-
ments. That is, a review of, and possibly changes to, relevant DR documents should be 
a required step in every business process engineering or information systems change 
process, and a key component of the organization’s software development life cycle 
(SDLC). If this is done faithfully, then you would expect that the annual review of DR 
documents would conclude that few (if any) changes were required (although it is still 
a good practice to perform a periodic review, just to be sure).

Periodic testing of DR documents and plans, discussed in detail in the preceding 
section, is another vital activity. Testing validates the accuracy and relevance of DR 
documents, and any issues or exceptions in the testing process should precipitate 
updates to appropriate documents.

Sources for Best Practices
It is unnecessary to begin business continuity planning and disaster recovery planning 
by first inventing a practice or methodology. Business continuity planning and disas-
ter recovery planning are advanced professions with several professional associations, 
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professional certifications, international standards, and publications. Any or all of these 
are, or can lead to, sources of practices, processes, and methodologies:

• U.S. National Institute of Standards and Technology (NIST) This is 
a branch of the U.S. Department of Commerce that is responsible for 
developing business and technology standards for the federal government. 
The standards developed by NIST are exceedingly high, and as a result many 
private organizations all over the world are adopting them. The NIST web site 
is found at www.nist.gov.

• Business Continuity Institute (BCI) This is a membership organization 
dedicated to the advancement of business continuity management. BCI 
has over 4,000 members in almost 100 countries. BCI holds several events 
around the world, prints a professional journal, and has developed several 
professional certifications, including

• Associate of the Business Continuity Institute (ABCI)

• Specialist of the Business Continuity Institute (SBCI)

• Member of the Business Continuity Institute (MBCI)

• Fellow of the Business Continuity Institute (FBCI)

The BCI web site can be found at www.thebci.org.

• U.S. National Fire Protection Agency (NFPA) The NFPA has developed a 
pre-incident planning standard, NFPA 1620, which addresses the protection, 
construction, and features of buildings and other structures. It also requires 
the development of pre-incident plans that emergency responders can use 
to deal with fires and other emergencies. The NFPA web site can be found at 
www.nfpa.org.

• U.S. Federal Emergency Management Agency (FEMA) FEMA is a part of the 
Department of Homeland Security (DHS) and is responsible for emergency 
disaster relief planning information and services. FEMA’s most visible activities 
are its relief operations in the wake of hurricanes and floods in the United 
States. Its web site can be found at www.fema.gov.

• Disaster Recovery Institute International (DRII) This is a professional 
membership organization that provides education and professional certifications 
for disaster recovery planning professionals. Its certifications include

• Associate Business Continuity Professional (ABCP)

• Certified Business Continuity Vendor (CBCV)

• Certified Functional Continuity Professional (CFCP)

• Certified Business Continuity Professional (CBCP)

• Master Business Continuity Professional (MBCP)

• Business Continuity Management Institute (BCMI) This is a professional 
association that specializes in education and professional certification. BCMI 
is a co-organizer of the World Continuity Congress, an annual conference that 
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is dedicated to business continuity and disaster recovery planning. Its web 
site can be found at www.bcm-institute.org. Certifications offered by BCMI 
include

• Business Continuity Certified Expert (BCCE)

• Business Continuity Certified Specialist (BCCS)

• Business Continuity Certified Planner (BCCP)

• Disaster Recovery Certified Expert (DRCE)

• Disaster Recovery Certified Specialist (DRCS)

Auditing Business Continuity 
and Disaster Recovery
Audits of an organization’s business continuity plan are especially difficult because it is 
impossible to prove whether the plans will work unless there is a real disaster.

The IT auditor has quite a task when it comes to auditing an organization’s business 
continuity and disaster recovery program. The lion’s share of the audit results hinges on 
the quality of documentation and walkthroughs with key personnel.

As is typical with most audit activities, an audit of an organization’s BC program is 
a top-down analysis of key business objectives and a review of documentation and 
interviews to determine whether the BC strategy and program details support those key 
business objectives. This approach is depicted in Figure 7-14.

Figure 7-14 Top-down approach to an audit of business continuity and disaster recovery
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The objectives of an audit should include the following activities:

• Obtain documentation that describes current business strategies and objectives. 
Obtain high-level documentation (for example, strategy, charter, objectives) for 
the BC program, and determine whether the BC program supports business 
strategies and objectives.

• Obtain the most recent business impact analysis (BIA) and accompanying 
threat analysis, risk analysis, and criticality analysis. Determine whether these 
documents are current, complete, and support the BC strategy. Also determine 
whether the scope of these documents covers those activities considered strategic, 
according to high-level business objectives. Finally, determine whether the 
methods in these documents represent good practices for these activities.

• Determine the effectiveness of planning and recovery documentation by 
examining previous test results.

• Evaluate the methods used to store critical information off-site (which may 
consist of off-site storage, alternate data centers, or e-vaulting). Examine 
environmental and physical security controls in any off-site or alternate sites 
and determine their effectiveness. Note whether off-site or alternate site 
locations are within the same geographic region—which could mean that both 
the primary and alternate sites may be involved in common disaster scenarios.

• Determine whether key personnel are ready to respond during a disaster, by 
reviewing test plans and training plans and results. Find out where emergency 
procedures are stored and whether key personnel have access to them.

• Verify whether there is a process for the regular review and update of BC 
documentation. Evaluate the process’s effectiveness by reviewing records 
to see how frequently documents are being reviewed.

These activities are described in more detail in the following sections.

Reviewing Business Continuity 
and Disaster Recovery Plans
The bulk of an organization’s business continuity plan lies in its documentation, so it 
should be of little surprise that the bulk of the audit effort will lie in the examination 
of this documentation. The following procedure will help the auditor to determine the 
effectiveness of the organization’s BC plan:

 1. Obtain a copy of business continuity and disaster recovery documentation, 
including response procedures, contact lists, and communication plans.

 2. Examine samples of distributed copies of BC documentation, and determine 
whether they are up-to-date. These samples can be obtained during interviews 
of key response personnel, which are covered in this procedure.

 3. Determine whether all documents are clear and easy to understand, not just 
for primary responders, but for alternate personnel who may have specific 
relevant skills but less familiarity with the organization’s critical applications.
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 4. Examine documentation related to the declaration of a disaster and 

the initiation of disaster response. Determine whether the methods for 
declaration are likely to be effective in a disaster scenario. 

 5. Obtain emergency contact information, and contact some of the personnel to 
see whether the contact information is accurate and up-to-date. Also determine 
whether all response personnel are still employed in the organization and that 
they are in the same or similar roles in support of disaster response efforts.

 6. Obtain contact information for off-site storage providers, hot-site facilities, and 
critical suppliers. Determine whether these organizations are still providing 
services to the organization. Call some of the contacts to determine the 
accuracy of the documented contact information.

 7. Obtain logical and physical architecture diagrams for key IT applications that 
support critical business processes. Determine whether BC documentation 
includes recovery procedures for all components that support those IT 
applications. See whether documentation includes recovery for end users 
and administrators for the applications.

 8. Contact some or all of the response personnel who are listed in emergency 
contact lists. Interview them and see how well they understand their disaster 
response responsibilities, and whether they are familiar with disaster response 
procedures. Ask each interviewee if they have a copy of these procedures. See 
if their copies are current.

 9. If the organization uses a hot site, examine one or more systems to determine 
whether they have the proper versions of software, patches, and configurations. 
Examine procedures and records related to the tasks in support of keeping 
standby systems current. Determine whether these procedures are effective.

 10. If the organization has a warm site, examine the procedures used to bring 
standby systems into operational readiness. Examine warm-site systems to see 
whether they are in a state where readiness procedures will likely be successful.

 11. If the organization has a cold site, examine all documentation related to 
the acquisition of replacement systems and other components. Determine 
whether the procedures and documentation are likely to result in systems 
capable of hosting critical IT applications and within the period required to 
meet key recovery objectives.

 12. Determine whether any documentation exists regarding the relocation of key 
personnel to the hot/warm/cold processing site. See whether the documentation 
specifies which personnel are to be relocated, and what accommodations and 
supporting logistics are provided. Determine the effectiveness of these relocation 
plans.

 13. Determine whether backup and off-site (or e-vaulting) storage procedures are 
being followed. Examine systems to ensure that critical IT applications are 
being backed up, and that proper media are being stored off-site (or that the 
proper data is being e-vaulted). Determine whether data recovery tests are ever 
performed, and whether results of those tests are documented and problems 
are properly dealt with.
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 14. Evaluate procedures for transitioning processing from the alternate processing 

facility back to the primary processing facility. Determine whether these 
procedures are complete and effective.

 15. Determine whether a process exists for the formal review and update of 
business continuity and disaster recovery documentation. Examine records 
to see how frequently, and how recently, documents have been reviewed and 
updated. Determine whether this is sufficient and effective, by interviewing 
key personnel to understand whether significant changes to applications, 
systems, networks, or processes are reflected in recovery and response 
documentation.

 16. Determine whether response personnel receive any formal or informal 
training on response and recovery procedures. Determine whether personnel 
are required to receive training, and whether any records are kept that show 
which personnel received training and at what time.

 17. Examine the organization’s change control process. Determine whether the 
process includes any steps or procedures that require personnel to determine 
whether any change has an impact on disaster recovery documentation or 
procedures.

Reviewing Prior Test Results and Action Plans
Effectiveness of disaster recovery and business continuity plans relies, to a great degree, 
on the results and outcomes of tests. An IT auditor needs to carefully examine these 
tests to determine their effectiveness and to what degree they are used to improve 
procedures and to train personnel. The following procedure will help the IT auditor to 
determine the effectiveness of business continuity and disaster recovery testing:

 1. Determine whether there is a strategy for testing business continuity and 
disaster recovery procedures. Obtain records for past tests and a plan for 
future tests. Determine whether prior tests and planned tests are adequate 
for establishing the effectiveness of response and recovery procedures.

 2. Examine records for tests that have been performed over the past year or two. 
Determine the types of tests that were performed. Obtain a list of participants 
for each test. Compare the participants to lists of key recovery personnel. 
Examine test work papers to determine the level of participation by key 
recovery personnel.

 3. Determine whether there is a formal process for recording test results and 
for using those results to make improvements in plans and procedures. 
Examine work papers and records to determine the types of changes that were 
recommended in prior tests. Examine BC and DR documents to see whether 
these changes were made as expected.

 4. Considering the types of tests that were performed, determine the adequacy 
of testing as an indicator of the effectiveness of the BC program. Did the 
organization only perform document reviews and walkthroughs, for example, 
or did the organization also perform parallel or cutover tests?
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 5. If tests have been performed for two years or more, determine whether there’s a 

trend showing continuous improvement in response and recovery procedures.

 6. If the organization performs parallel tests, determine whether tests are 
designed in a way that effectively determines the actual readiness of standby 
systems. Also determine whether parallel tests measure the capacity of standby 
systems or merely their ability to process correctly but at a lower level of 
performance.

 7. Determine whether any tests included the retrieval of backup data from 
off-site storage or e-vaulting facilities.

Evaluating Off-Site Storage
Storage of critical data and other supporting information is a key component in any 
organization’s business continuity plan. Because some types of disasters can complete-
ly destroy a business location, including its vital records, it is imperative that all critical 
information be backed up and copies moved to an off-site storage facility. The follow-
ing procedure will help the IT auditor determine the effectiveness of off-site storage:

 1. Obtain the location of the off-site storage or e-vaulting facility. Determine 
whether the facility is located in the same geographic region as the organization’s 
primary processing facility.

 2. Visit the off-site storage facility. Examine its physical security controls as 
well as its safeguards to prevent damage to stored information in a disaster. 
Consider the entire spectrum of physical and logical access controls. Examine 
procedures and records related to the storage and return of backup media, 
and of other information that the organization may store there.

 3. Take an inventory of backup media and other information stored at the 
facility. Compare this inventory with a list of critical business processes and 
supporting IT systems, to determine whether all relevant information is, in 
fact, stored at the off-site storage facility.

 4. Determine how often the organization performs its own inventory of the 
off-site facility, and whether steps to correct deficiencies are documented and 
remedied.

 5. Examine contracts, terms, and conditions for off-site storage providers or 
e-vaulting facilities, if applicable. Determine whether data can be recovered 
to the original processing center and to alternate processing centers within 
a period that will ensure that disaster recovery can be completed within 
recovery time objectives.

 6. Determine whether the appropriate personnel have current access codes for 
off-site storage or e-vaulting facilities, and whether they have the ability to 
recover data from those facilities.

 7. Determine what information, in addition to backup data, exists at the off-
site storage facility. Information stored off-site should include architecture 
diagrams, design documentation, operations procedures, and configuration 
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information for all logical and physical layers of technology and facilities 
supporting critical IT applications, operations documentation, and application 
source code.

 8. Obtain information related to the manner in which backup media and copies 
of records are transported to and from the off-site storage or e-vaulting facility. 
Determine whether controls protecting transported information are adequate.

 9. Obtain records supporting the transport of backup media and records to and 
from the off-site storage facility. Examine samples of records and determine 
whether they match other records such as backup logs.

Evaluating Alternative Processing Facilities
The IT auditor needs to examine alternate processing facilities to determine whether 
they are sufficient to support the organization’s business continuity and disaster recovery 
plans. The following procedure will help the IT auditor determine whether an alternate 
processing facility will be effective:

 1. Obtain addresses and other location information for alternate processing 
facilities. These will include hot sites, warm sites, cold sites, and alternate 
processing centers owned or operated by the organization.

 2. Determine whether alternate facilities are located within the same geographic 
region as the primary processing facility, and the probability that the alternate 
facility will be adversely affected by a disaster that strikes the primary facility.

 3. Perform a threat analysis on the alternate processing site. Determine which 
threats and hazards pose a significant risk to the organization and its ability 
to effectively carry out operations during a disaster.

 4. Determine the types of natural and man-made events likely to take place 
at the alternate processing facility. Determine whether there are adequate 
controls to mitigate the effect of these events.

 5. Examine all environmental controls and determine their adequacy. This should 
include environmental controls (HVAC), power supply, uninterruptible power 
supply (UPS), power distribution units (PDUs), and electric generators. Also 
examine fire detection and suppression systems, including smoke detectors, 
pull stations, fire extinguishers, sprinklers, and inert gas suppression systems.

 6. If the alternate processing facility is a separate organization, obtain the legal 
contract and all exhibits. Examine these documents and determine whether 
the contract and exhibits support the organization’s recovery and testing 
requirements.

Interviewing Key Personnel
The knowledge and experience of key personnel is vital to the success of any disaster 
response operation. Interviews of key personnel will help the IT auditor determine 
whether key personnel are prepared and trained to respond during a disaster. The fol-
lowing procedure will guide the IT auditor in interviews:
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 1. Obtain the name, title, tenure, and full contact information for each person 

interviewed.

 2. Ask the interviewee to summarize his or her professional experience and 
training, and current responsibilities in the organization.

 3. Ask the interviewee whether he or she is familiar with the organization’s 
business continuity and disaster recovery programs.

 4. Determine whether the interviewee is among the key response personnel 
expected to respond during a disaster.

 5. Ask the interviewee if he or she has been issued a copy of any response or 
recovery procedures. If so, ask to see those procedures; determine whether 
they are current versions. Ask if the interviewee has additional sets of 
procedures in any other locations (residence, for example).

 6. Ask the interviewee if he or she has received any training. Request evidence 
of this training (certificate, calendar entry, and so on).

 7. Ask the interviewee if he or she has participated in any tests or evaluations 
of recovery and response procedures. Ask the interviewee whether he or she 
felt the tests were effective, whether management takes the tests seriously, 
and whether any deficiencies in tests resulted in any improvements to test 
procedures or other documents.

Reviewing Service Provider Contracts
No organization is an island. Every organization has critical suppliers without which it 
could not carry out its critical functions. The ability to recover from a disaster also fre-
quently requires the support of one or more service providers or suppliers. The IT auditor 
should examine contracts for all critical suppliers and consider the following guidelines:

• Does the contract support the organization’s requirements for delivery of 
services and supplies, even in the event of a local or regional disaster?

• Determine whether the service provider has its own disaster recovery capabilities 
that will ensure its ability to deliver critical services during a disaster.

• Determine the recourse available should the supplier be unable to provide 
goods or services during a disaster.

Reviewing Insurance Coverage
The IT auditor should examine the organization’s insurance policies related to the loss 
of property and assets supporting critical business processes. Insurance coverage should 
cover the actual cost of recovery, or a lesser amount if the organization’s executive man-
agement has accepted a lower amount. The IT auditor should obtain documentation 
that includes cost estimates for various disaster recovery scenarios, including equip-
ment replacement, business interruption, and the cost of performing business func-
tions and operating IT systems in alternate sites. These cost estimates should be com-
pared with the value of insurance policies.
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Summary
Natural and man-made disasters can damage business facilities, assets, and information 
systems, thus threatening the viability of the organization by halting its critical pro-
cesses. Even without direct effects, many secondary or indirect effects from a disaster 
such as crippled transportation systems, damaged communications systems, and dam-
aged public utilities can seriously harm an organization. The development of business 
continuity plans and disaster recovery plans helps an organization to be better 
prepared to act when a disaster strikes. A vital part of this preparation is the development 
of alternative means for continuing the most critical activities, usually in alternative 
locations that are not damaged by a disaster.

There is an accepted methodology to business continuity and disaster recovery 
planning, which begins with the development of a business continuity planning policy, 
a statement of the goals and objectives of a planning effort. This is followed by a business 
impact analysis (BIA), a study of the organization’s business processes to determine 
which are the most critical to the organization’s ongoing viability. For each critical 
process, a statement of impact is developed, which is a brief description of the effect on 
the organization if the process is incapacitated for any significant period. The statement 
of impact can be qualitative or quantitative.

A criticality analysis is performed next, where all in-scope business processes are 
ranked in order of criticality. Ranking can be strictly quantitative, qualitative, or even 
subjective.

Next, recovery targets for each critical business process are developed. The key tar-
gets are recovery time objective (RTO) and recovery point objective (RPO). These targets 
specify time to system restoration and maximum data loss, respectively. When these 
targets have been established, the project team can develop plans that include changes 
to technical architecture as well as business processes that will help achieve these estab-
lished recovery objectives. Often, project teams discover that establishing specific recov-
ery objectives is too expensive; this requires that the business revisit and consider 
changing those objectives to more affordable figures. Sometimes, however, the organi-
zation is able instead to develop new architectures or processes that can help lower 
costs overall, including the cost of achieving desired recovery objectives.

Once acceptable architectures and process changes have been determined, the orga-
nization sets out to make investments in these areas to bring its systems and processes 
closer to the recovery objectives. Significant investments may take place over a period 
of years. Procedures for recovering systems and processes are also developed at this 
time, as well as procedures for other aspects of disaster response such as emergency 
communications plans and evacuation plans.

Some of the investment in IT system resilience may involve the establishment of an 
alternate processing site, where IT systems can be resumed in support of critical business 
processes. There are several types of alternate sites, including a hot site, where IT 
systems are in a continual state of near-readiness and can assume production workload 
within an hour or two; a warm site, where IT systems are present but require several 
hours to a day of preparation; and a cold site, where no systems are present but must be 
acquired, which may require several days of preparation before those replacement systems 
are ready to support business processes. An organization can also establish a reciprocal 
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site agreement, in which two or more organizations each agree to provide a part of their 
processing center to one of the other organizations in the event they experience a disas-
ter. Organizations with a reciprocal processing agreement are usually located in differ-
ent geographic regions.

Some of the technologies that may be introduced in IT systems to improve recovery 
targets include RAID, a technology that improves the reliability of disk storage systems; 
replication, a technique for copying data in near–real time to an alternate (and usually 
distant) storage system; and clustering, a technology where several servers (including 
some that can be located in another region) act as one logical server, enabling process-
ing to continue even if one or more servers are incapacitated or unreachable.

The effectiveness of business continuity and disaster recovery plans can only be 
determined by testing; otherwise, there is no real way to know whether the plans and 
procedures are accurate and can actually be carried out, or whether they will achieve 
their objectives. There are five types of tests: document review, walkthrough, simulation, 
parallel test, and cutover test. These five tests represent progressively more complex 
(and risky) means for testing procedures and IT systems to determine whether they will 
be able to actually support critical business processes in a real disaster. The parallel test 
involves the use of backup IT systems in a way that enables them to process real busi-
ness transactions while primary systems continue to perform the organization’s real 
work. The cutover test actually transitions business data processing to backup IT systems, 
where they will process actual business workload for a period. The risk of a cutover test 
is that the backup systems will not have the required accuracy or capacity, which could 
actually precipitate a disaster of its own!

Response personnel need to be carefully chosen from available staff, to ensure that 
sufficient numbers of personnel will be available in a real disaster. Some personnel may 
be unable to respond for a variety of reasons that are related to the disaster itself. As a 
result, some of the personnel who respond in an actual disaster may not be as familiar 
with the systems and procedures required to recover and maintain them. This makes 
training and accurate procedures critical for effective disaster recovery.

Auditing an organization’s business continuity capabilities involves the examination 
of BCP policies, plans, and procedures, as well as contracts and technical architectures. 
The IT auditor also needs to interview response personnel to gauge their readiness and to 
visit off-site media storage and alternate processing sites to identify risks present there.

Notes
• Business continuity and disaster recovery planning ensure business recovery 

following a disaster. Business continuity focuses on maintaining service availability 
with the least disruption to standard operating parameters during an event, while 
disaster recovery focuses on post-event recovery and restoration of services.

• While disasters are generally grouped in terms of man-made or natural disaster 
types, individual events may often create combined threats to enterprise operation. 
For example, a tornado (natural disaster) might also spawn structural fires and 
transportation accidents (man-made disaster methodology).
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• The BCP process encompasses a life cycle beginning with the initial BCP 

policy, followed by business impact and criticality analysis to evaluate risk 
and impact factors. Recovery targets facilitate the development of strategies for 
continuity and recovery, which then must be tested and conveyed to operation 
personnel through training and exercise. Post-implementation maintenance 
includes periodic reviews and updates as part of the enterprise continuous-
improvement process.

• The BCP policy defines the scope of continuity and recovery strategy, defining 
boundaries by functional, operational, or geographic alignment.

• The business impact analysis (BIA) measures the impact on enterprise 
operation posed by various identified areas of risk. The output of the BIA is 
used in the criticality analysis (CA), which measures the impact of each risk 
against its likelihood and the cost of mitigation.

• The output of the BIA and CA is used when establishing recovery time 
objectives (RTOs) and recovery point objectives (RPOs), which can then be 
measured against relative cost scenarios for each identified risk and mitigation 
option.

• Once recovery objectives have been identified, strategies can be developed to 
meet each objective. Many solutions may include redundant (hot, warm, or 
cold) alternate sites, redundant service operation or storage in high-availability 
or distributed-cluster environments, alternative network access strategies, and 
backup/recovery strategies structured to meet identified recovery time and 
recovery point requirements.

• BCP/DRP plans require triggers, established mechanisms for implementation 
and coordination, clearly defined responsibilities, and well-documented 
procedures for each element necessary to the BCP/DR effort. The plan must 
be documented and available to recovery team members even if displaced and 
without access to affected systems, and should contain all analysis, response, 
and testing documents related to each procedure.

• BCP/DRP plans must be tested to validate effectiveness through document 
review, walkthrough, simulation, parallel testing, or cutover testing practices. 
Regular testing must take place to ensure new objectives and procedures meet 
the requirements of a living enterprise environment. Participation in these 
tests provides familiarity and training for engaged operational staff members, 
raising understanding and awareness of requirements and responsibilities.

Questions

 1. An organization that is undertaking a business continuity plan should first 
perform:

 A. A risk analysis

 B. A business impact analysis
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 C. A threat analysis

 D. A criticality analysis

 2. The first step in a business impact analysis is:

 A. Identify key assets.

 B. Identify key personnel.

 C. Establish the scope of the project.

 D. Inventory all in-scope business processes and systems.

 3. What is the purpose of a statement of impact?

 A. The effect on the business if the process is incapacitated

 B. A disaster’s effect on the business

 C. The effect on the business if a recovery plan is not tested

 D. The cost of backup systems

 4. What is the purpose of a criticality analysis?

 A. Determine feasible recovery targets.

 B. Determine which staff members are the most critical.

 C. Determine which business processes are the most critical.

 D. Determine maximum tolerable downtime.

 5. A critical application is backed up once per day. The recovery point objective 
for this system:

 A. Is 48 hours

 B. Cannot be determined

 C. Is 24 hours

 D. Is 12 hours

 6. Recovery time objective is defined as:

 A. The maximum period of downtime

 B. The maximum data loss

 C. The minimum period of downtime

 D. The minimum data loss

 7. An alternate processing center that contains no application servers is known as a:

 A. Clear site

 B. Warm site

 C. Hot site

 D. Cold site
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 8. What is the most important consideration for site selection of a hot site?

 A. Time zone

 B. Geographic location in relation to the primary site

 C. Proximity to major transportation

 D. Natural hazards

 9. A collection of servers that is designed to operate as a single logical server is 
known as a:

 A. Cluster

 B. Grid

 C. Cloud

 D. Replicant

 10. To determine effectiveness of a disaster recovery program, an IT auditor should:

 A. Interview personnel

 B. Examine test results

 C. Examine documentation and interview personnel

 D. Examine documentation

Answers

 1. B. A business impact analysis is the first major task in a disaster recovery 
or business continuity planning project. A business impact analysis helps 
determine which processes in an organization are the most important.

 2. D. The first step in a business impact analysis is the inventory of all in-scope 
business processes and systems.

 3. A. A statement of impact describes the effect on the business if a process is 
incapacitated for any appreciable time.

 4. C. A criticality analysis is used to determine which business processes are the 
most critical, by ranking them in order of criticality.

 5. C. The recovery point objective (RPO) for an application that is backed up 
once per day cannot be less than 24 hours.

 6. A. Recovery time objective (RTO) is defined as the maximum period of 
downtime for a process or application.

 7. D. A cold site contains no information processing equipment.

 8. B. An important selection criterion for a hot site is the geographic location in 
relation to the primary site. If they are too close together, then a single event 
may involve both locations.

 9. A. A server cluster is a collection of two or more servers that is designed to 
appear as a single server.

 10. C. An auditor who is auditing an organization’s disaster recovery plan should 
examine documentation and interview personnel.
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APPENDIX AConducting a 
Professional Audit

Introduction
This appendix is slightly different from the rest of this book. Where the core chapters 
convey information for the CISA candidate, here the focus shifts to the professional 
world of the information systems auditor, addressing the nature of different profes-
sional engagements common to information systems auditors. In addition, it reviews 
the stages and responsibilities of performing a risk-based information systems audit for 
both internal and external auditors. It also serves to introduce and frame examples of 
professional situations that may challenge an auditor.

This appendix reviews the process of performing an information systems audit, and 
in doing so, identifies how sections of the study materials in this book can be applied. 
This appendix brings the subject of conducting an IS audit “up a level.” I provide as-
sociations between concepts found in the main chapters in this book so the reader has 
an example of wielding a number of these concepts. This should help solidify learned 
material and assist in recalling information while sitting for the test.

In addition, this appendix can be employed as a guide (or adapted to create a check-
list) for the reader who is executing or participating in an information systems audit. 
The material here is based on methods used in professional environments that have 
succeeded in achieving high client satisfaction ratings and delivering quality audits. 

As a metaphor, the study material in the main chapters in this book may teach the 
reader about how an automobile works and its relationship with the road, while this 
appendix teaches the reader about driving.

Understanding the Audit Cycle
The information systems audit cycle is central to the profession of an IS auditor. The 
cycle itself could be executed by a single individual, or the responsibilities for different 
parts may be distributed. In some situations, parts of the cycle will not prove necessary. 
The IS audit cycle described here is not the only cycle an IS auditor may perform, as dif-
ferent engagements will require alternate procedures or approaches. 

Candidates for the CISA exam will have had some experience with information 
systems auditing, but not all candidates will have had visibility to the whole process. 
Here, the stages of the cycle are illustrated as they would be considered by someone 
managing the audit.

485
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For persons early in their professional career, this appendix unveils some of the 

stages that may be performed by their supervisors. Understanding these phases will 
help early career professionals deliver meaningful work and hopefully hasten their ad-
vancement.

How the Information Systems Audit Cycle Is Discussed
The information systems auditing cycle is a process that has some components that are 
uniform, regardless of the size of the client and the scope of the audit. Each stage dis-
cussed is a valid consideration during the course of performing a mildly complex audit 
project. This appendix provides a relevant audit skeleton, regardless of whether the 
auditor serves as an internal auditor within an organization, or is brought in from out-
side the organization. This is relevant for working on a variety of audit services, such as 
SAS 70s, SOX, and OMB Circular A-123 testing, financial audits, internal audit report 
writing, compliance audits, and other services. 

Although the focus is on executing an audit, many project stages will apply when 
performing other information systems auditing projects. It is not meant to be a com-
plete reference when a project’s needs go beyond the scope of this appendix. Addi-
tional procedures will be required to deliver services supporting other functions, such 
as supporting enterprise-wide risk assessments, project life-cycle evaluations, and disas-
ter recovery planning.

For the sake of “telling the story,” I may introduce terms outside of the CISA exam 
terminology.

Use of the Word “Client” in This Appendix
This section hopes to correct how an experienced auditor’s vernacular employs the ver-
satile term “client” contextually. The term “client” is generally employed as a universal 
term applying to the organization, department(s), and individual persons being au-
dited. In this appendix, I employ a further degree of clarification regarding the term. For 
example, to say “in front of the client” can refer to being outside the building, in a 
meeting, or sitting with a control owner.

In this appendix, the terms “client” and “client organization” refer to the business 
entity or departments within a project’s scope. More specific terms shall be employed 
for parties encountered within client organizations. This will assist in this discussion of 
the information systems auditing process. In this appendix, I use the following defini-
tions of client organization, and categorize client personnel as having the following 
roles:

• Client organization The legal entity being audited. In some cases, this can 
be defined as subdepartments within a larger organization.

• Audit sponsor The person or committee within the client organization that 
has determined that the audit needs be performed. When audits are required 
by regulation, the lead executive (commonly the CFO or CIO) over the group 
being audited can be considered the audit sponsor.

• Primary contact The person who serves as the initial point of communication 
between the audit team and client organization’s control managers and owners. 
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They have the ability to schedule meetings, address issues, and are generally 
provided status reports.

• Control owners The person(s) performing manual control activities or 
maintaining the successful performance of automated controls.

• Control managers The members of management who oversee control owners. 
They are ultimately responsible for ensuring the successful execution of control 
activities, and have a role in remediating issues discovered during testing.

“Client” as a Term for Internal Auditors
The term “client” usually implies a business-to-business or business-to-consumer rela-
tionship. In the context of IS auditing, “client” implies that an external audit firm is 
auditing another organization. In this appendix, “client” means the auditee—whether 
an audit is an external or internal audit. 

For internal auditing, though the audit cycle will lack a bidding process, contract 
negotiation, and engagement letters, an auditor within an organization is still an inde-
pendent party. Within this appendix, if there are points in the auditing process where 
there is a recognizable difference between performing work internally as opposed to 
externally, the difference is noted in the text. 

Overview of the IS Audit Cycle
This section describes the IS cycle at a high level, and covers background information 
that may be pertinent to an auditor’s engagement. Included is an extensive discussion 
on where audits originate and some of the particularities related to different engage-
ment types and different reasons a client organization may initiate a project requiring 
the assistance of an IS auditor. 

IS Audit Cycle at a High Level
The IS audit cycle is a fairly standardized procedure, in that established steps are agreed 
upon as providing the basic structure for performing an information systems audit. 
Common milestones have been established. IS audit projects will involve some, if not 
all, of these milestones. This appendix hopes to delve into the details of these mile-
stones, but at a high level, they can be viewed as:

• Project origination

• Engagement letter or audit charter

• Risk-based planning

• Test plan development

• Performing testing

• Evaluating the results of testing

• Reporting audit findings

• Audit close and follow-up

Each of these stages is covered in more detail within this section.
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Project Origination
This section addresses the question of where information systems audit projects origi-
nate. This is the beginning of the information systems audit cycle. The following service 
areas are included in this discussion, though some of these service areas are not fully 
covered by the scope of the appendix:

• External attestations

• Internal audits

• Incident response

• Disaster recovery planning

• Life-cycle reviews

• Governance reviews

• Staffing arrangements

This appendix surveys how the need for audit work in each service area is identified 
and originates as a project. This extends into a high-level discussion of how an auditor 
is commonly brought in and of their common roles in supporting certain projects. 

NOTE NOTE Central to the risk-based audit approach is the determination of 
audit objectives, performance of a risk assessment, and determination of audit 
scope. In some situations, part or all of these stages are performed before an 
audit project is launched. If the audit project is being performed by persons 
outside of this process, audit team members should have a clear understanding 
of how these stages led to the audit. 

External Attestations
An attestation is simply a statement made by an auditor that summarizes the results of 
the audit. Often, an attestation takes the form of a memo that is signed by an owner or 
partner in an auditing firm.

Many organizations are required by government regulation or contractual obliga-
tions to have external auditors periodically confirm practices and assess the operation 
of controls within their organization. Examples of these services include:

• Financial audits

• Bank system controls testing 

• Lending arrangements

• SAS 70s and other specialized audits

• Maintain certifications, such as ISO and PCI 

For external attestations services, a bid solicitation process is followed. The client 
organization issues a request for proposals (RFPs) from external parties. The RFP will 
identify, at a high level, the scope of the work and some of the technologies involved. 
Proposals are collected and reviewed by the client organization, often including the 
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audit sponsor and/or the primary contact. Proposals are vetted for approach, skills, 
terms, fees, expenses, and other considerations. The party selected by this process is 
then brought in to negotiate a contract (discussed further in the section on contracts).

Management’s Need for an Independent Third Party
In addition to externally required attestations, projects for outside auditors can be initi-
ated by the executive management of an organization. It is not uncommon for manage-
ment to decide that a task should be handled by an independent third party. There can 
be many reasons for management to hire independent third parties to perform reviews, 
some of which include:

• An external auditor will be unbiased

• Fresh perspective

• Professional perspective, if a certified or accredited auditor is used

• Not employing the necessary skills in-house

• Answering inquiries by external parties (performing agreed-upon procedures)

• Support management decision-making (such as “buy versus build” and system 
selection decisions)

• Gain access to advice from outside professionals with deep industry 
experience

Projects at the request of management are likely to report to a CFO or CIO, as well 
as an internal audit director. Such projects may involve testing that supports goals that 
are not standard audit goals. It is important for auditors to be clear with a client regard-
ing objectives and scope, and how to address requests for additional work. 

Internal Audits
Internal audit (IA) departments usually report to the organization’s audit committee or 
board of directors (or a similar “governing entity”). The IA department usually has 
close ties with (and possibly a “dotted line to”) finance leadership. This department 
will launch projects at the request of the governing entity and, to a degree, members of 
executive management. 

Regulation plays a large role in internal audit work. For example, public companies, 
banks, and government organizations are all subject to a great deal of regulation, re-
quiring regular information systems controls testing. This testing is required by man-
agement as part of their risk management strategy. External reporting of results is 
sometimes necessary.

A common internal audit cycle consists of three main types of projects. 

• Risk assessments and audit planning

• Cyclical controls testing (SOX and A-123, for example)

• Review existing control structures

• Operational and IS audits
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Risk Assessments and Audit Planning The central function of an internal 
audit department is the entity-wide risk assessment process. Annually, an attempt is 
made to identify and weigh all risks to an organization. This process results in ranking 
the organization’s “areas of greatest risk.” 

It is common for the IA department to maintain a multiyear plan (as discussed in 
Chapter 3), in which it maintains a schedule of audits. The audit plan is shared with the 
governing entity, along with the risk assessment document, and the governing entity is 
asked to approve the IA department’s plan. The governing entity may seek to include 
specific reviews in the IA department’s audit plan at this point. When an audit plan is 
approved, the IA department’s tasks for the year are now determined. 

NOTE NOTE The IIA (Institute of Internal Auditors) has excellent guidance for 
audit planning at www.theiia.org.

IS auditors are often included in the risk assessment process. Specific skills are 
needed to communicate with an organization’s IT personnel regarding technology 
risks. IS auditors will use information from management to identify, evaluate, and rank 
an organization’s main technology risks. The outcome of this process may result in IT-
related specific audits in the IA department’s audit plan.

Internal audits may be launched using a project charter, which formalizes the proj-
ect to audit sponsors, the auditors, and the management of the department(s) subject 
to the audit.

Cyclical Controls Testing A great deal of effort has recently been expended get-
ting organizations to execute a control testing cycle. Public corporations have needed to 
comply with Sarbanes-Oxley Section 404 requirements, and U.S. government organiza-
tions have been subject to OMB Circular A-123 and other similar requirements. Coun-
tries outside of the United States have instituted similar controls testing requirements 
for publicly traded companies. 

In a public company, the CFO is required to affirm that the SOX controls testing 
cycle is operating successfully. This includes controls testing by qualified and indepen-
dent auditors. A portion of the controls require using an IS auditor. 

Organizations also employ software tools to assist with tracking the execution and 
success of controls tests performed as part of a testing cycle. Organizations may employ 
IS auditors to bring such a system online. 

Many organizations have functioning internal audit departments. Most internal audi-
tors come from a financial background and have limited knowledge of the practice of 
information systems auditing. Some of these organizations have IS auditors on staff, but 
these are not the majority. Organizations that lack an existing internal audit department 
may outsource their whole internal audit function. To cover internal shortcomings, orga-
nizations will fulfill their audit obligations by staffing the audit via the bidding process.

Establishing Control Testing Cycles The establishment of a controls testing 
cycle is an important phase of compliance. Companies seeking to go public will need 
to comply with Sarbanes-Oxley Section 302 requirements, which involve documenting 
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controls and performing a test of existence for each identified key control. Private com-
panies will maintain SOX-equivalent documentation to retain the option of seeking 
public financing or when required by private investors. Many organizations will find 
external resources for these tasks. 

Reviewing Existing Controls Structures Control structures change as an 
organization and the regulatory landscape change. Furthermore, regulations and guid-
ance covering SOX and A-123 auditing are changing over time. For example, recent 
changes by the AICPA and other organizations have recently shifted a greater degree of 
reliance upon monitoring controls. IS auditors are often employed to review existing 
control structures. 

Early SOX compliance efforts often led to long lists of control activities that would 
be considered excessive by today’s standards. Many of these control structures predate 
more recent directives, and may cause an excessive testing burden to the organization, 
requiring excessive resources and disrupting operations. In addition, business, process, 
and technology changes may have left parts of a control structure obsolete or not yet 
included. Organizations often seek assistance updating and “streamlining” their list of 
key control activities, both to realign their controls with current regulatory directives 
and so that greater reliance can be placed on fewer tests. IS auditors may be tasked with 
updating documentation and revising control structures, sometimes as an additional 
service while performing control tests.

Operational and IS Audits Operational and IS audits can have a broad range of 
scope. These reports may be done at the request of a member of executive management 
or the governing entity, and may originate from the annual risk assessment and audit 
planning cycle. These audits often will be performed over a limited period, have a clear-
ly specified scope, and result in issuing an internal audit report. 

Depending on the objectives of the audit, the scope may not require much control 
testing. Some examples of the objectives for operational and IS audits could be:

• Independence of auditors

• Process reengineering

• Prepare for a system selection or implementation

• Uncover internal inefficiencies and savings opportunities

• Perform data analysis for management decision-making

• Detect whether fraud is occurring or whether common red-flags exist

When an operational area relies heavily on supporting systems, it is common for a 
CISA to own part or all of the cycle of performing operational audits. For certain op-
erational audits, a CISA’s background with the operation is important. Familiarity with 
the business of the department and the procedures performed is often required. A 
project could require a CISA with a financial background, or experience with shipping 
and receiving systems, or an understanding of inventory systems and manufacturing 
components.
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NOTE NOTE Operational audits requested by management are more likely than 
other audits to experience scope expansion during the course of the audit. 
The audit sponsor may determine there is a need for more thorough analysis 
as preliminary test results are received.  This may not be problematic for 
an organization, but management may need to be made aware of resource 
constraints or competing priorities that may be deferred as a result of 
additional work.

Management may attempt to employ the IA department as their investigators. This 
is more likely to occur in smaller organizations lacking investigators in IT security de-
partments.

Auditing Incident Response
Incidents can take many forms, and can include but are not limited to:

• Internal and external hacking 

• Network traffic failures

• Post-implementation problems

• Misuse of information systems

• Failure of key equipment

• Events in nature

Many incidents will cause the formation of a response team, frequently referred to 
as a computer incident response team (CIRT), but may also be known by other names. 
This team gathers the necessary resources from within an organization to handle the 
issue. Internal auditors are often included in a CIRT.

An organization that has experienced an “incident” is unlikely to have a clear ap-
proach to how IS auditors can assist, but there is often a place for auditors in the after-
math of an incident. An unplanned damaging event often leads an organization to 
gather special teams. These teams will seek to assess, contain, and recover from the in-
cident, as well as design and implement changes that will prevent future occurrences. 

An IS auditor has skills that are useful in these situations, but it is important to 
recognize that some of the skills needed are beyond the scope of the CISA study materi-
als. A CISA certification does not by itself provide the preparation needed for gathering 
forensic evidence or performing technological remediation. A person with a CISA cer-
tification may, with appropriate oversight, prove a useful assistant to a forensic auditor 
or other expert. An IS auditor does have the skills to assess where control structures 
broke down or were insufficient, and can assist in or advise while developing controls 
as part of remediation. Independence, however, must always be considered, even dur-
ing an investigation. Once remediation has been implemented, the auditor can con-
firm controls are operating effectively.

Incidents can be embarrassing for an organization, and can affect their reputation 
and relationship with a customer base and with other organizations. During the course 
of remediation from an incident, it is not uncommon for executive management to hire 
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external IS auditors to provide independent verification of the progress of remediation 
plans. Executive management can see this service as providing assurance to their cus-
tomers and/or partners that they should be protected from the incident recurring.

Note on Post-implementation and Data Problems Some “incidents” may 
be understood by executive management, but the necessary skills to perform remedia-
tion are in short supply—for example, a system implementation with faults requires an 
assessment independent of management responsible for the project, or an acquiring 
company has problems originating in data migrated onto their systems from acquired 
companies. It is not uncommon for a CISA to be contacted for these jobs. Some of these 
tasks can be handled by information systems auditing techniques, though the more the 
task involves a consulting solution, the more it is likely to stray from the standard in-
formation systems auditing process. When an IS auditor is brought into these situa-
tions, they should be very clear about the scope of the work to be performed and ensure 
they have the appropriate skills at their disposal. 

Development or Implementation of Life-Cycle Reviews
Project life cycles are a central theme of an IT department. Life cycles can include:

• Implementing or upgrading existing software

• Software development life cycle (“SDLC”)

• Asset management

• Patch management

• Configuration management

IT projects often involve a great investment on the part of an organization. The suc-
cess of these projects can be critical to an organization’s future well-being and may have 
a bearing on management’s future within an organization. Management has a strong 
interest in ensuring that their investment in the project goes well.

An IS auditor can assess life-cycle reviews to cover an IT department from a number 
of different angles. SDLC reviews can cover segregation of duties and quality assurance 
measures. Frequent testing will involve a review of issues tracking tools and associated 
controls. Reviews may hope to learn whether certain project management “best prac-
tices” are employed, such as maintaining project plans and meeting minutes, and 
capturing approvals on customization design documents. 

Examples of possible life-cycle projects include:

• An organization has just implemented new financial software. Financial 
auditors determine the change to systems is material and seek to gain 
an understanding of controls in the process of implementation. An IS 
auditor is called in to review project documentation and speak with key 
project personnel. The auditor will review scope documents, approvals for 
customizations, test plan records, issues tracking, and other key records from 
the process. The IS auditor reports to the financial audit team whether the 
process is well controlled, and the audit team incorporates this information 
into their test plan development.
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• Internal audit may perform an IS review that addresses the controls in 

an organization’s SDLC to ensure that proper review, approvals, version 
retention, and segregation of duties are performed in accordance with 
controls documentation.

• An organization is experiencing delays on an implementation project. 
Management is not sure whether this is due to the performance of the project 
manager or because of an underestimation of the project requirements. An 
independent reviewer is asked to speak with persons involved in the project 
and review project documents to provide feedback. 

• A government agency is preparing to comply with new legislation and is 
hoping to clarify the scope of compliance projects. The new legislation will 
result in increased traffic through their agency. Agency management seeks 
to learn whether procedures and technology are prepared for the increased 
traffic. They don’t have the bandwidth to task their own people with the 
review, so they hire outside reviewers to report on what changes are necessary 
and what changes may be desired. 

• An organization’s network security has been successfully compromised by 
ethical hackers. Management has committed to performing remediation 
activities to prevent future intrusions. IT management is strengthening existing 
controls and introducing new control measures. IS auditors are brought in 
at the request of executive management to validate IT management’s claims 
regarding the successful implementation of controls measures.

Life-cycle reviews may be covered by methods discussed in this appendix, but some 
reviews may require procedures that are not addressed here.

IT and IS Governance Reviews
Often, IT and IS governance reviews are required by external regulations. Governance 
reviews are usually focused on management’s risk management and performance mea-
surement responsibilities. Certain IT governance areas are included in financial audit-
ing procedures. An auditor’s risk analysis could identify either of these areas as material 
to an organization’s control structure, such as within an e-commerce company. 

Management’s risk analysis could also identify areas of IT governance to review.  
Management could request that an internal audit department or external reviewers be 
requested to assess whether an IT department is aligned with a company’s strategies, or 
is delivering appropriate value for an organization’s investment in IT.  

A few examples of IT governance projects include:

• Management is facing some long-term budgeting decisions, possibly including 
eliminating positions. Rather than determining which positions to eliminate, 
management finds an independent party to provide an impartial perspective 
on the value each of the groups within the IT department provides. They want 
IS auditors to provide feedback on whether each group within IT is efficiently 
delivering value to the organization and is appropriately sized.
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• A manufacturing company is preparing for growth. The IT department has 

not changed much since the company was small. Management wants an 
outside reviewer to recommend ways to “tune up” the IT department ahead of 
the expansion. Management hopes IS auditors will identify key IT risks facing 
expansion and work on developing an IT governance structure appropriate 
for a larger organization.

Organizations may seek the help of IS auditors to provide recommendations to 
strengthen their governance function. 

Staff Augmentation
When an organization has the ability to oversee the work of an IS auditor but needs 
“hands on deck” to get work accomplished, they may opt for outsourced staffing arrange-
ments. It is not uncommon to temporarily requisition the help of a skilled IS auditor to 
support controls testing or to serve on special teams (such as a computer incident 
response team, or CIRT). In this situation, the IS auditor reports directly to management 
in a client organization. In these situations, the auditor may perform a limited part of the 
information systems auditing cycle described in this appendix.

NOTE NOTE It is worth noting that information systems audit services will change 
over time. New audit practices are sure to be introduced with changes 
in technology, business, regulation, and the economy, as other practices 
become obsolete or dated. Recent history includes the rapid emergence of 
Sarbanes-Oxley work as companies implement SOX compliance. There is still 
considerable work in this subject area, though it is tapering off.

Engagement Letters (“Contracts”) and Audit Charters
Engagement letters govern the terms of the audit engagement when external auditors 
are used. This section lists a few of the general terms and goes into more detail on a few 
subjects of interest to auditors. General subject areas addressed within the engagement 
letter include: 

• Distribution of the report

• Rates and fees

• Ownership of workpapers

• Terms for addendums

• Nondisclosure agreements

• Audit charters

Audit organizations and client organizations will both review a contract, and each 
party may have specific wording they require. Some contract negotiations can prove to 
be lengthy.
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NOTE NOTE This is not a legal discussion and makes no claim to be legal advice, 
but is rather a general discussion about the contents and nature of standard 
engagement letters.

NOTE NOTE When audits are externally required, the party serving as audit 
sponsor may not be supportive of the audit. In these situations, it is possible 
that the audit is not welcomed by the primary contact or the control 
managers. Thus, it can be beneficial to give extra attention to:

• Audit terms on turn-around time for requests

• Availability of control owners and other key personnel

• The relationship with the primary contact

Distribution of the Report
Most of these reports are solely for use by an organization’s management and govern-
ing entities. Reports will contain language reflecting the limited distribution and use of 
this report. The audit organization will only reply to inquiries regarding the report with 
members of management and no other parties. For example, the cover sheet and the 
footer on each page of the report can include the phrase: 

“This report is restricted to business use by management of XYZ Corporation and is not to 
be relied upon by any other party for any purpose.” 

Certain reports, such as an SAS 70 report, are for distribution to third parties. The 
engagement letter will state clearly the terms under which parties are permitted to re-
ceive these reports, and will provide a process for getting permission from the audit 
organization if they seek to provide the report to another party. 

As an example of contract terms surrounding a report, SAS 70 clients are forbidden 
from distributing a report to parties other than those using the control information in 
the SAS 70 report for management’s review and to provide to their financial auditors. 
This means client organizations are not permitted to share this report with a potential 
client as a marketing tool without express written permission from the audit organiza-
tion. If management does distribute a report beyond the terms of the engagement letter, 
the audit organization is no longer responsible for the content of that report if relied 
upon by a nonpermitted third party.

Rates and Fees
Part of an engagement letter will address the billing structure for the services. Many attesta-
tion engagements are fixed-fee engagements, though additional billings may be assessed 
with time or budget overruns. Many nonattestation engagements will bill on hourly rates. 
Rates could be blended across teams, or could identify individual rates for specific resources. 
The contract could identify the degree of detail the client will receive on their statement.

Ownership of Workpapers
Internal audit engagements are services done on behalf of management, and manage-
ment will retain original or perhaps an electronic copy of workpapers. In other engagements, 
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such as independent attestations, the audit organization retains ownership of the work-
papers and they are not shared with the client organization. The ownership and sharing 
of workpapers will be addressed in the engagement letter.

Terms for Addendums
Most contracts prepare for the possibility that they can be extended with an addendum. 
The addendum can increase or remove scope, extend deadlines, and add audit cycles 
based on the terms of the original engagement letter.

Nondisclosure Agreements 
Because auditors gain access to proprietary information during the course of the audit, 
they are almost always bound by nondisclosure agreements. These may be signed by the 
individual auditors, or for auditing firms, they may be signed at an engagement level 
covering all team members. It is worth noting that NDAs usually do not cover disclosure 
to legal authorities if fraud or other illegal activities are discovered during an audit.

Audit Charters
Audit charters are used for projects internal to an organization. Internal audit projects 
will often employ an audit charter. They prove useful to ensure management’s buy-in 
within an organization. Audit charters provide assistance to the project by communi-
cating and formalizing the following:

• Sponsorship by executive management

• The goals of the project 

• The planned time frame for audit activities

• Obligations of team members

• Expectations of team members

Chartered projects will often be kicked off with a meeting or a social event. This will 
help the team by allowing introductions to be made between team members in differ-
ent departments. The event also serves to reinforce the goals, obligations, and expecta-
tions of the project.

When an outsourced IS audit resource is brought in to a chartered audit project, it is 
important that the auditor become familiar with the audit charter. This will allow the auditor 
to understand what has been communicated to client management and control owners.

NOTE NOTE Software implementation projects involving multiple departments may 
also employ a similar project charter. IS auditors may be brought into projects 
working under a project charter as well.

Ethics and Independence
It is important that the auditor maintain independence from the client organization in 
both fact and appearance. This appendix will provide a few examples, but to compre-
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hensively address the subject, refer to the discussion on ethics, independence, and the 
ISACA Code of Ethics in Chapter 3. 

Avoiding issues of independence in “fact” is rather straightforward. An auditor may 
not audit their own work, and may not report on testing if the subject of testing is a func-
tion owned or managed within their reporting relationship. In most work situations, the 
auditor will not have both the responsibility to implement or be part of a control struc-
ture and be called on to review that structure. Some examples of this would be:

• An auditor has had the responsibility of implementing the new AR (accounts 
receivable) module as part of the ERP (enterprise resource planning) 
implementation team; he should not be performing control reviews on 
this system. 

• An auditor has been tasked with the daily monitoring of the firewall log. 
Therefore, she may not perform testing as to whether the firewall log is 
regularly monitored.  

• An auditor has a reporting relationship with a control manager. The auditor 
may not test controls managed by that control manager. 

In addition, one should avoid testing the work of control owners or control manag-
ers when the auditor has family or intimate personal relationships involved. 

Avoiding issues of independence in appearance is where an auditor faces more chal-
lenges. Gifts from the client are one area where judgment can be required. Fortunately, 
an auditor often is able to lean upon workplace policies in such situations. Common 
workplace policies include forbidding gifts over certain values and getting permission 
to accept certain gifts (such as tickets to a baseball game). Regardless of policies, an 
auditor must exhibit care when accepting gifts. A few examples are discussed here:

• The client organization’s CFO offers the team coffee mugs with the company’s 
new logo. Since this item has a limited cost and has marginal value, and is 
also a promotional tool for the company, there should not be an issue of 
independence in appearance. 

• A control manager at the company offering to pay for a coffee may be a 
limited and acceptable gift.

• The CFO met the audit team for dinner and covered the bill. This can be 
acceptable as team building. The CFO then seeks to fund a night on the town 
with drinks and entertainment; this may be perceived as crossing the line.

• Small talk with a control owner about their office decorations leads to them 
offering you a gift of some of their sports memorabilia. This can be perceived 
by the client as impairing independence.

NOTE NOTE This is a subject of broad debate.  An auditor should be aware of his 
or her audit organization’s rules and guidelines regarding ethics, independence, 
and acceptable behavior.
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Launching a New Project: Planning an Audit
A new project is on the table. The client wants auditors to start work soon, and so the 
process begins. Often in external audits, clients will limit the information provided until 
engagement letters and nondisclosure agreements have been signed. Most external audit 
organizations severely limit the work auditors are permitted to perform on a project 
before the client has signed the engagement letter so that both the audit firm and the 
client have a clear and formal understanding on the scope and purpose of the audit.

NOTE NOTE Planning for an internal audit is similar to an external audit, minus the 
topic of how much it will cost and payment terms. Otherwise, most of the 
planning elements are nearly the same.

Understanding the Client’s Needs
The contracted audit deliverable is specified in the engagement letter. A client’s needs led 
to the origination of an audit in the first place. What were these needs? The reasons behind 
an audit can be important to successful planning and to meeting client expectations.  

Reasons for an audit may be communicated during an RFP process, but a client orga-
nization may open up with more detailed reasons once auditors are selected and nondis-
closure agreements are signed. Having such conversations with the primary contact or the 
audit sponsor early in the audit can provide valuable information to the audit team.

Some examples of client organization needs that could factor into an audit:

• Augment documentation of new or changed procedures

• Get an internal audit function operating 

• Update a controls structure

• Assist in the education of a new executive

• Support a financing relationship

• Repair relationships damaged by a previous control failure

• Meet contract conditions by providing an audit report by a certain date

Knowing the reason for an audit will allow audit personnel to:

• Better understand the client’s risk environment

• Provide more useful feedback on their controls structure

• More accurately plan for the audit

• Focus extra testing on the most critical control objectives

• Meet client expectations and deadlines

It is common for management to consider changes, such as changing software plat-
forms, for example, and they may seek the input of an IS auditor about certain systems. 
IT managers frequently ask their auditor about how they compare with their peers. 
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Preliminary Discussions
Preliminary discussions between audit management and client management will set 
the stage for how well the parties will work together. It is important at this phase to 
anticipate challenges that may be faced during the audit. Common things to address in 
these initial discussions are: 

• Clarifying scope by confirming an understanding of client needs and their risk 
environment

• Acquiring more detailed information on employed technology 

• Establishing engagement procedures, such as scheduling control owner time 
and requesting documentation

• Setting expectations, such as frequency and depth of status reports and review 
of testing exceptions

Both the client and the audit manager have an important investment in the success 
of this phase. The client organization is hoping to maximize the benefit of the service, 
so they may identify areas where they would seek professional advice. The client repre-
sentative may aim to minimize internal disruptions and ask the auditor to observe 
certain practices.

Clarify the Technologies Employed
The audit manager uses information on employed technologies when developing the 
audit plan and when assigning resources to test controls. 

When involving an external auditor, a client’s RFP will limit the amount of informa-
tion they share publicly about their systems. The bidding process often permits Q&A, 
where answers will be provided in response to vendor inquiries for the purposes of es-
timating effort. Now that the audit is launched and NDAs are signed, the client should 
be willing to share documentation and information freely. 

An audit manager also will be gathering information on the nature of testing that 
will be performed. Some questions an audit manager may consider include:

• What kind of security testing is required? 

• What kind of process evaluation is required? 

• What kind of application testing is required? 

In these preliminary discussions, the audit manager needs to gather more specific 
information on the technologies involved and the testing to be performed. The version 
numbers, implementation dates, and an idea of the transaction volumes of systems are 
useful information. The audit manager will use this information during planning. 

Performing a Risk Assessment
The risk assessment will take into account the innate risks of a certain operation, but 
also consider information from within the organization to come up with a risk deter-
mination. This may require gathering information from the client organization. Auditors 
will weigh information from several sources when coming up with a risk assessment, as 
illustrated in Figure A-1.
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It is common to have financial information available for the purpose of assessing 
the materiality of certain activities. For example: 

• An organization may have extensive automated transactions in revenue and 
have very few assets tracked within their asset management system. Therefore, 
there is less innate risk surrounding asset tracking, but thorough attention 
needs to be given to the systems supporting the revenue cycle. Included in 
this could be a high-risk situation regarding data redundancy and complete 
capture of information in the event of system failure.

• A debt collection service outsources the software maintenance for their core 
collections processing software to the software vendor. Therefore, risks relating 
to change management controls surrounding their core systems are reduced.

A risk assessment is arguably the most important aspect of an audit. Without a risk 
assessment, high-risk situations may not be discovered during an audit. In the spirit of 
continuous improvement in an organization, missing high-risk situations would rob 
the organization of opportunities to reduce those risks.

NOTE NOTE In certain situations, it may be necessary for a financial auditor to 
participate in the risk assessment so that certain business risks that may not 
be obvious to the IS auditor can be identified.

Audit Methodology
Audit methodologies are designed by audit management and standardize how parts of 
audits are performed. Methodologies are the procedures for the audit team and are 
performed as part of an audit. They can be as simple as requiring scope to be docu-
mented and approved, to employing audit software and detailed procedures that gov-
ern the entire audit process.

ISACA considers the following items so central to the audit process that all audits 
will at least generate documented statements addressing:

• Audit charter

• Audit scope

• Audit objectives

• Audit testing program

Figure A-1 
Different 
considerations in a 
risk assessment
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Audit organizations that regularly provide certain services will standardize method-

ologies for performing their audits. These methodologies can assist an organization in 
ensuring completeness, maintaining standards, and streamlining the process of man-
agement’s review of work done. 

Methodologies can include policies, procedures, software tools, templates, check-
lists, and other means of providing uniformity across the audit process. These method-
ologies are documented and taught to new members of the organization. 

Documented methodologies can serve to govern many stages of the process, such as:

• Bidding on RFPs

• Risk assessments

• Scope

• Objectives

• Resource allocations

• Comprehensiveness of testing

• Sample sizes for testing

• Report templates

• Completion checklists

Methodologies will provide a structure for achieving milestones within the audit 
process. For example:

• Risk assessment An audit firm’s risk assessment approach involves 
employing a spreadsheet predesigned to compute an aggregate score from 
several different risk measurements. Form letters are used to communicate 
with management and collect their feedback on the client organization’s risks. 
Management’s feedback is populated into the spreadsheet along with auditors’ 
assessments, and the risks are ranked.

• Lead sheets These are intake forms used by auditors to capture information. 
Formatted lead sheets are provided for workpaper documentation. These 
link to the testing matrix, and basic test information and results are auto-
populated. The form includes boxes for a reviewer’s initials.

• Testing standards In order to maintain a rigorous standard of testing to 
support their reputation, an audit organization institutes testing standards. 
These standards require two different methods of testing in order to pass 
a control test. Testing methods are identified as: collaborative inquiry, 
observation, inspection, and reperformance. In addition, it is required that 
each control objective be supported by one form of substantive testing.

• Auditing software Large audit organizations frequently enforce their audit 
methodology with software that attempts to accommodate as much of the 
audit process as possible. These programs may accommodate most audit 
possibilities, and enforce that certain procedures be executed by the audit team. 
They may even include managing images of testing workpapers so that all audit 
documentation is incorporated into the software. 
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Methodologies may originate in requirements published by regulatory organiza-

tions, such as the AICPA or the U.S. government’s Office of Management and Budget.

Developing the Audit Plan
An audit plan is a project plan designed for performing an IS audit. The audit plan, like 
a project plan, is a tool for tracking tasks and forecasting the time and resource needs 
of the audit process. It will describe the audit methodology to be used and lay out mile-
stones and the sequential dependencies for the different tasks within the audit. The 
plan is updated with progress milestones, and may be adjusted with certain audit 
changes. 

In addition to serving as a high-level audit plan, in the beginning, the audit plan 
serves to organize the stages of risk assessment, audit objectives, and the initial assess-
ment of client procedures. 

The audit plan does not track the detail of audit testing—this is tracked in the audit 
testing program.

Gathering Information—“PBC” Lists
A “Prepared by Client” list, better known as the “PBC list,” is a common tool used by 
auditors for managing information requests from the client. It provides a consolidated 
list that can assist a primary contact in keeping track of information requests. Informa-
tion is likely to be obtained from the client at several phases during the audit. 

Initial Information Requests
At the beginning of an audit, the auditor will require information about the organiza-
tion. Common requests include:

• Organizational charts

• Company directory

• Controls documentation

• System documentation

• Relevant reports or other information

This information will be used to prepare for and execute the audit. The list may also 
identify documents that a client has indicated exist, such as an information security 
policy document. 

A Client’s Preparedness for an Audit
In attestation situations, it is possible that the client organization is not yet ready for an 
audit. A few examples where this happens include:

• A company hopes to undergo an initial SAS 70 audit, but the control 
infrastructure is not yet documented or in place.

• A company has experienced significant growth, with concomitant breakdowns in 
key processes, resulting in inconsistencies and lapses in process documentation.

AppA.indd   503 9/14/2009   4:21:25 P



CISA Certified Information Systems Auditor All-in-One Exam Guide

504
• Significant changes to business products, processes, and supporting 

technologies have left controls documentation out-of-date.

• New control procedures have been only partly implemented, so control 
execution is not consistent.

• Systems have changed and logging hasn’t been configured correctly, so there is 
inadequate retention of supporting information.

• There has been a loss of key control owners or control managers.

If a client organization’s support for an audit is a mess, the first order of business is 
housekeeping. If the engagement letter does not account for providing services to help 
the client prepare, it may be necessary to delay the launch of an audit. Some challenges 
may be addressed by expanding the scope of the engagement letter to include the audi-
tors providing assistance (such as with updating procedures) ahead of an audit. This is, 
however, a tricky issue: In an attestation or external audit, this is most frequently not 
possible or desirable due to independence or regulatory issues—auditors can’t audit 
the structures they help to develop.

Developing Audit Objectives
An audit’s objectives will clarify the goals of the audit. Audit objectives also ensure 
compliance with laws/regulations. Objectives are clarified in a written document that 
formalizes them for the audit team, and are retained in project workpapers. The objec-
tives provide a basis for measuring the success of testing, and are employed when re-
viewing a report and the supporting workpapers. 

Objectives are developed by giving consideration to several different sources:

• The engagement letter or audit charter will address the nature of the subject 
of testing and the expectations of reporting, and provides a central pillar to 
an audit’s objectives. This will clarify whether an engagement is focused on 
external security, operating effectiveness, or correctness of transactions and 
processing. 

• At this point, auditors will understand the nature of the client organization’s 
business and have discussed the key processes at a high level. 

• A high-level understanding of the organization’s risks from the risk assessment 
process will be incorporated.

• An understanding of a client’s needs for launching the audit will also be 
considered. This may reveal the goals of management in conducting the audit, 
or clarify the nature of third-party’s interests in the outcome of the report. 

Statements of audit objectives may incorporate additional perspectives. Figure A-2 
illustrates how an audit objective is developed through the consideration of many in-
formation sources.
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For example, an audit engagement letter identifies a client as needing controls doc-
umentation and financial controls testing. Auditors know a new financial information 
system has been installed. The risk assessment shows that financial auditors annually 
perform test procedures on manual and automatic controls within the financial soft-
ware of an organization. Conversations with management clarify that they hope to 
update documentation, confirm the success of their system implementation, and pro-
vide financial auditors with a report that shows system controls are operating effec-
tively so they can reduce the scope and cost of the financial audit. The objectives of the 
audit will be focused on updating procedure and controls documentation for the new 
system, and testing new software controls rather than on other financial controls per-
formed outside of the new software.

Developing the Scope of an Audit
The scope of the audit will address how to enact the audit’s objectives. The stages lead-
ing to the development of an audit’s scope are illustrated in Figure A-3.

Once a risk assessment has identified the areas with the greatest risk, an audit scope 
will be constructed based on these risks. Adequate coverage of all areas may be re-
quired, but areas of low risk may focus on one or two key controls, when more robust 
testing is called for in areas with greater risk.

A project’s scope serves to define areas that are to be included within testing and 
clarifies which areas are left outside of testing. Similar to casting a net, the scope will 
identify what is included under the net and what is excluded from it. It provides bound-
aries for an auditor’s testing. A well-defined scope will assist in the development of 
clear and focused test plans. 

Figure A-2 
Audit objectives 
are developed using 
information from 
several sources.

Figure A-3 Audit objective and risk assessment help to determine audit scope.
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Examples of project scope could include:

• Testing of internal and external access to an organization, including setup of 
accounts within Active Directory, password controls, VPN administration, 
and reviewing the network configuration and the firewall rule base. Not 
included in the scope are inquiries into firewall rule-base areas beyond those 
controlling external access, application access beyond network connectivity, or 
network penetration tests.

• Testing of information sources that feed into the financial information system, 
including the importing of or entering information into the system from 
these sources. This includes testing controls and validating report values from 
systems in the revenue cycle, billing, and AP, which are managed outside of 
the financial system. Excluded will be any testing of data once it is within the 
financial system.

If, for some reason, testing is requested to go beyond the established scope of an 
audit, auditors and the client will need to discuss the expansion of scope. When audi-
tors are externally sourced, any augmentation of scope will need to be formalized 
through a signed addendum to the engagement letter.

NOTE NOTE A client organization may set scope rather than let it be determined 
by an IS auditor.  An example of this is when auditors are brought in to 
perform an already determined set of tests.

Expanding Scope
In certain audits, such as internal audit reports, management may have some leeway in 
changing the scope during the reporting period. Procedure discovery or testing excep-
tions may reveal an area where management may wish to dig deeper. It may be more 
economical to augment the current audit, when auditors are available and now under-
stand the procedures. Management may wish to get to the root of an issue immediately, 
rather than suffer the delay of putting it on the schedule for some time in the future. 

Developing a Testing Plan
When an audit’s scope has been approved, it’s time to develop a “testing plan” or “test-
ing program.” This section covers stages that go into developing the test plan. The test 
plan involves the following stages:

• Understand the controls environment

• Identify control objectives and the controls to be tested

• Confirm an understanding of controls and identify test evidence

• Prepare the testing program document for testing 
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Understand the Controls Environment
When an auditor is preparing the test plan, he will draw information from several 
sources. If the audit is not in its initial year, there will be testing documentation from 
previous years. Client management will need to provide current procedure and controls 
documentation, plus identify the control owners for each control. 

When auditors collect information on the controls environment, they often use 
PBC lists. Auditors then review the documentation received. It is not uncommon for 
provided information to fall short of an auditor’s needs, requiring additional informa-
tion requests. These omissions could be due to procedures that are new to the control 
structure or that have not been tested previously. It is common for auditors to commu-
nicate and possibly meet with client management during this process.

Understanding the Client’s Procedures 
An auditor must understand a procedure before she can effectively plan and perform 
testing on that procedure. Auditors begin by reviewing information provided by the 
client. Procedure documentation may be provided in a number of different forms:

• Financial audit write-ups CFOs usually keep copies of the process 
documentation generated by financial auditors. It is common for a CFO 
to make these available to audit teams when areas are in scope. It is possible 
that these also include information systems–level documentation.

• Internal audit documentation If the internal audit department has controls 
on a cycle, such as SOX testing, the department should keep procedure 
documentation regarding the controls they test. This can be a thorough 
form of documentation if it is available within an audit’s scope.

• Management procedure documentation Management may generate 
procedure documentation as instructional or reference material for the 
personnel they train and oversee. A department’s policies may include 
procedure documentation as well. Management may also retain procedure 
documentation from previous auditors.

• Instruction manuals When management trains many people to perform the 
same procedures, there may be a training department that provides instruction 
to employees. Their training material may provide instruction on control 
procedures that are within the scope of the audit.

• Checklists Management may oversee a process with a checklist. If these are 
provided, they will offer a high-level understanding to auditors, but follow-up 
is likely to be required.

Other sources may provide information on procedures as well.
When an auditor understands a procedure, he also wants to understand the impor-

tance of that procedure in the context of the audit. The impact of a procedure in rela-
tion to the audit objectives is important when understanding controls within the 
procedure.
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Audits may distribute the understanding of certain procedures across team mem-

bers. Many auditors bring to the table experience with procedures performed at other 
organizations. An auditor who has experience with a certain procedure elsewhere can 
often more quickly understand a similar procedure in a new environment. They can 
also assist by being available to a junior auditor who is responsible for a procedure for 
the first time.

Understanding the Technology Environment
With an understanding of a business procedure, an auditor can then understand how 
technology is employed to support it. Procedure documentation will often identify 
existing systems at a high level. To develop an audit program, the audit team needs to 
“look under the hood.” A PBC list may have been sent to the IT department for specific 
information. Conversations with IT may be required to identify what kind of informa-
tion they keep on their systems. Possible sources of information include:

• Audit documentation Previous audits of different kinds may have documented 
certain processes within IT. Because of the speed at which many IT environments 
change, it is possible that information from an audit a few years back may not be 
current enough. 

• Network and system diagrams Information about network and data 
security can be uncovered by network diagrams. All network documentation 
should be dated, and auditors should be sure to inquire about its accuracy 
and completeness.

• System inventories An IT department may keep a consolidated list of the 
systems they support. System inventories may not contain all of the information 
an auditor seeks, but they are often useful tools for drilling into that information. 
One can review items on the list and inquire as to their relevance to procedures, 
or identify where a systems data resides, or whether it is on a standard backup 
schedule.

• Management’s procedure documentation Management may have formalized 
certain procedures as part of developing a controlled environment. This 
information, when available, is often quite useful.

• Disaster recovery plans IT departments may have formalized certain 
procedures, so they could be included in a disaster recovery plan. 

Though some technology information may exist, it is important to validate what 
you have directly from IT personnel. It is not uncommon for auditors to sit down with 
members of IT leadership at this phase to confirm the understanding of key systems 
and how they are managed. 

In addition to being outdated, it is not uncommon for IT documentation to come 
up short of auditors’ needs. A few examples include:

• Documentation may reveal that data entry and processing controls are 
employed within PeopleSoft, but it might not identify the Linux-hosted Oracle 
database on the back end, which should be included when testing data security. 
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• A written description of network security controls might identify the Cisco PIX 

firewall, but might omit it being used in series with an intrusion prevention 
system. 

These clarifications are important for a test plan to be well designed.

Changes to IT Environments IT environments will change technologies and 
technological procedures with some regularity. If the auditors learn of recent changes 
to a client organization’s technology or procedures, or hear of projects implementing 
changes, they should have the primary contact set up a discussion with the correct IT 
personnel about recent changes and possible omissions from the list.

New system implementations must be considered carefully when designing testing. 
When new systems are employed, there are many questions regarding the success of the 
deployment and whether certain bugs have been discovered. Auditors may seek to re-
view life-cycle controls employed during a development process to determine if the 
system’s implementation method introduces control risks. With new systems, there is a 
risk that documentation was not updated to reflect the use of a new system or that 
documentation was produced ahead of the system going live, and it could contain 
claims that certain controls exist that were actually omitted before launch.

In addition, it is important to know of systems that are due to be implemented 
before or during a testing period. These can prove problematic to testing plans, as there 
could be an interruption or a change in control structures with a new system. For ex-
ample:

A SAS 70 engagement is testing controls over a 12-month period. Control objectives are 
signed off by management ahead of the testing period, and they include performing weekly 
backups. Four months into the testing period, the IT department upgrades their backup soft-
ware. In doing so, they change the cycle of backups. This introduces a number of problems:

• Lack of testing evidence The old backup system may have housed records on 
success and failure of backup jobs. 

• Outdated control objectives Control objectives and control activities might be 
outdated as documented. The control objective reads that full backups are performed 
weekly, but the newly implemented practice performs daily incremental backups and 
full backups only every two weeks. This new practice could fail the stated control 
objective. 

• Outdated controls and control failures The IT department may have encountered 
problems with the new software performing backups on certain technologies, and 
may, for a period, fail to perform backups of systems hosted on certain critical servers.

An auditor is now challenged with how to report on the failure, and client management 
disputes that they should fail a control objective when they have a reasonable controls structure 
in place.

Conversations with IT should address the landscape of current IT projects and re-
view whether they will have an impact on testing controls.
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Determining Controls and Control Objectives
An auditor may be asked to develop control objectives and control statements for an 
audit. The audit objectives are reflected in a testing plan by the wording of control ob-
jectives and the selected supporting controls. Control objectives and control activities 
link the audit’s objectives to the testing program. 

Controls are implemented to mitigate risks within an organization. Multiple con-
trols often work together to mitigate risks within a process or procedure. The control 
objective statement summarizes the risk-mitigation goals of controls within a proce-
dure. A control objective summarizes what a set of controls seeks to accomplish. The 
control objectives will collectively support the audit’s objectives. 

For use in the test plan, control objectives are listed with their supporting controls. 
This is depicted in the example in Table A-1.

Though not all engagements will involve auditors developing lists of control objec-
tives and control activities, many will involve auditors reviewing and providing the 
client organization feedback on existing lists..

Developing Control Objectives and Supporting Controls When an au-
ditor is tasked with developing the control objectives and the list of controls to test, she 
must keep the audit’s objectives and scope in mind. It is important that control objec-
tives be properly phrased to both reflect the actual control activities performed by man-
agement and support the audit objectives. 

When examining control objectives and control activities, the auditor should deter-
mine if each control activity actually supports the control objective. It is possible for 
control activities to exist within procedures that do not support, or poorly support, the 
control objective. Any such control activities should be removed from the list. 

CO # Control Objective Control # Control Description

1 Full data backups are 
performed weekly and 
securely stored off-site. 

1.1 Backup software is employed to 
schedule backup jobs emails alerts 
to the backup administrator when 
jobs are not successful.  The backup 
administrator follows up on issues and 
records them in the issues tracking 
system.

1.2 Backup tapes are numbered and 
numbers are kept in the tape log.  The 
location of backup tapes is tracked in 
the tape log.

1.3 Backup tapes are kept physically secure 
behind locked doors with limited 
access.  When transferred to storage, 
they are locked in metal boxes.

1.4 Tapes are stored securely off-site.

Table A-1 Control Objectives Are Usually Supported by Several Related Controls.
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With the list of supporting controls, the auditor should determine if any of these 

controls ultimately perform the same function. If two control activities protect against 
the same problem, the auditor should determine which one should be selected as the 
key control and remove the other one from the list. An auditor may wish to learn which 
of these controls can be more efficiently tested before selecting equal controls as key. 
Management may agree that one of the controls is redundant and elect to cease per-
forming one of them.

NOTE NOTE There are different methods one can follow to arrive at sets of 
control objectives and control activities. Only one approach is conveyed here. 

Key Controls and Compensating Controls Controls are implemented to 
mitigate risks. Within a control environment, control failures are possible. When a con-
trol failure occurs, the organization needs to develop a compensating control, which is 
a secondary measure that mitigates the same risks addressed by the key control. A good 
test to determine if a control is a compensating control is whether a control failure of 
the key control is caught by the compensating control. 

An example of a key control is an access card that is required to enter the data cen-
ter. The access card is a key control for securing the data center. In the event a person is 
able to follow someone through a door and gain access to the data center, locked doors 
on server racks within the data center may be an effective compensating control that 
can still provide a degree of physical security.

Compensating controls are valuable to identify during this phase of audit planning. 
In the event of a control failure of a key control, a compensating control can be consid-
ered for testing to determine the materiality of the failure of the key control. 

Reviewing Control Structures Control structures may evolve due to changes 
in management’s control structure, or possibly in response to guidance from governing 
entities, such as how guidance on SOX controls testing now emphasizes a greater focus 
on governance and monitoring. Auditors should remain up-to-date on guidance relat-
ed to the services they provide. 

When an auditor is tasked with reviewing a control structure, his goal is to make 
three key determinations:

• Do control activities correctly support management’s activities?

• Do control activities support the control objectives?

• Do the control objectives effectively support risk mitigation?

Auditors usually provide feedback to management on how the client can improve 
the wording of certain controls. In addition, problems with the control structure could 
be identified, and management may need to institute additional control measures. Oc-
casionally, auditors will determine that two controls mitigate the same risk and one of 
them can be relegated to the level of compensating control, omitted from testing, or 
even eliminated from management’s control structure altogether.
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Helping a Client Understand and Identify Controls Client management 
often has the obligation of writing and maintaining their lists of control objectives and 
control activities. In these situations, auditors often still need to evaluate whether the 
provided control structure is sound and pertinent to the goals of the audit. 

When coming into a new organization as an IS auditor, one must keep in mind that 
not all organizations employ the skills to understand, identify, and document controls. 
Client organizations may be seeking the assistance of outside auditors to update or 
even write their controls documentation. If this is the case, auditors should make sure 
the engagement letter identifies this service. 

Certain engagements, such as SAS 70s, agreed-upon procedures (AUPs), and external 
(outsourced) SOX testing, presume management owns and maintains controls docu-
mentation. If a client is seeking these services, the burden is upon client management to 
have controls identified and documented. These engagements involve testing “manage-
ment’s controls.” If management does not have a control structure (which happens), 
these engagements can run into problems. Consider the following examples:

• A company is undergoing their first SAS 70. They are responsible for providing 
the controls structure for testing, as well as writing “Section 2,” which is 
management’s representation of controls. They are a smaller, growing company 
and don’t have controls experience in-house. They have agreed with a partner, 
acquiring company, or a potential client that they will perform an SAS 70. They 
figure the auditors they have hired will help them get through a process they 
have yet to understand.

• A bank has had trouble with an information system conversion. They have 
data problems, and outside parties have concerns. The bank hires a third-party 
auditor to perform agreed-upon procedures on converted data, but the auditor 
is not sure what they need to test.

• An internal audit department has relied upon external IS auditors. Since their 
last testing, a new ERP system has recently been implemented, but controls 
documentation has not been updated to reflect current controls. Deadlines 
require testing be completed soon, so they line up auditors to perform the 
testing, though their controls are not current. 

In these situations, the client may presume the auditors will write the controls that 
will help them through the process. In the internal audit example, the burden of work-
ing with outdated controls may introduce problems meeting the deadline and may 
introduce problems when attesting to controls over a defined period. Moreover, in the 
SAS 70 and agreed-upon procedures examples, there is a line an auditor must not cross. 
Auditors are not permitted to test controls they have designed. However, there is no 
conflict if the auditor advises the client management on controls wording and manage-
ment comes up with the controls.

Documenting Procedures
Certain projects call for the IS auditor to generate systems and procedure documenta-
tion. Documenting procedures allows an auditor to communicate with control owners 
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and managers to confirm that the auditor has a clear understanding. It is also used 
within an audit to justify the controls testing being performed. 

Some examples of formats an auditor may use include:

• Written text and lists

• Flowcharts

• Network diagrams

• Spreadsheets

• Data structure and data flow diagrams

• Screenshots

• Text files of command output

The task of documentation faces several challenges. When dealing with informa-
tion systems, an auditor is often attempting to abstract complex concepts in an orga-
nized manner to the correct audience. It is common to rely on multiple visual tools to 
fully communicate processes and the systems that support them (see Figure A-4).

When developing documentation, it is useful to share documentation with control 
owners and managers. Control owners are often helpful when their area of expertise is 
being represented in new ways. It is also important for the success of testing that the 

Figure A-4 Different methods of diagramming can support information systems auditing.
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auditor and control owner agree closely on what is being tested. Presenting draft docu-
mentation in a meeting beforehand proves a convenient tool for capturing accurate 
feedback, as notes and corrections can be written on the draft documentation. 

NOTE NOTE Before a document’s review is complete, an auditor should take care 
to always write “DRAFT” on any documentation that is not in final condition. 
“Final condition” would mean reviewed and accepted (and approved, if 
possible) by management and ready for inclusion in the audit workpapers. If 
an auditor has neglected to insert “DRAFT” onto a document before printing, 
one can simply write it with a pen before presenting it.

Mapping Controls to Documentation For an auditor’s purposes, individual 
control activities are often included in the procedure documentation. These may be 
cited within text and repeated at the end of a section of writing, or could be identified 
on a process or data flow diagram. This technique of mapping controls to process dia-
grams is shown in Figure A-5.

Figure A-5 Diagrammatic process mappings can visually overlay controls and tie them to controls 
listings.
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One way to confirm that controls documentation is complete is to examine a list of 

controls and verify that each control is reflected in supporting documentation. 

NOTE NOTE If an IS auditor is doing documentation on behalf of a client, the client 
may have preferences regarding the technologies employed in documentation. 
For example, a client may prefer the auditor not use certain software.  The 
client may have concerns about their ability to maintain the documentation. 
For example, a client may prefer the documentation not employ certain 
flowcharting software, as the client may not have knowledge of the software 
in-house and prefers to avoid purchasing a license.

Perform a Pre-audit (or “Readiness Assessment”)
When audit management is unsure as to whether an audit program will be successful, 
they will often perform a preliminary review, which may be called a “pre-audit” or a 
“readiness assessment.” 

The goals of a readiness assessment are to confirm that the control structure is cor-
rectly documented and that control activities are correctly represented. The readiness 
assessment should serve to avoid the embarrassment and disappointment of failed test-
ing because of misunderstandings. It will determine if control procedures are imple-
mented as documented, and hopes to confirm that documentary evidence needed for 
testing is available. The process involves auditors reviewing controls documentation 
and conducting meetings with control owners. Auditors may perform some testing to 
the level of compliance, such as observing controls in walkthroughs, to confirm the 
existence of key controls.

The practice is common when it is an auditor’s first time servicing a client. If the 
engagement plans to test controls over a defined period, the pre-audit must be per-
formed before the beginning of the test period, and preferably as far ahead of the test 
(that is, the actual audit) period as possible. 

An example of this would be a company’s first SAS 70, when the client owns the 
audit program and external auditors are to perform testing on management’s stated 
controls. The auditor will confirm that they have learned management’s procedures 
and controls, and will determine if the client is prepared for testing to begin.

This phase is not a part of an audit report, and there is no testing burden or required 
documentation generated, other than perhaps a letter outlining the auditor’s observa-
tions and recommendations. Documentation gathered during this phase may contrib-
ute to procedure documentation in the audit workpapers, but may never be used as 
documentation in support of testing. It will not serve to reduce any testing to be per-
formed during the testing period because it is collected outside of the testing period. 

NOTE NOTE If it has not been thoroughly explained to client personnel, control 
owners and managers may question why auditors hope to perform a 
confirmation of certain controls twice. It is important to communicate 
to management how a pre-audit is different from testing.
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Presenting Pre-audit Results
Any deficiencies identified are often presented in letter form to management. Any con-
trols not in place also will be reported to management. Feedback can address concerns 
at a number of different levels. Some examples of feedback that might be delivered on 
a readiness assessment could include:

• Control language is not accurate or requires updating.

• Evidence of control activities is not captured.

• Certain transactional records are moved off-site monthly, but testing will 
require this information to be retained on-site for testing purposes.

• Control practices are not uniform in certain situations.

• Planned system changes will affect the performance or relevance of a control 
activity during a given period.

Some methodologies involve management agreeing in writing that they understand 
and will address any deficiencies in controls descriptions or performance before the 
attestation period begins. 

Correcting Control Language
When controls wording is incorrect, there are specific situations where an auditor should 
exhibit caution. If an auditor’s report is to attest on management’s controls, she is for-
bidden from writing controls language, because this responsibility lies with manage-
ment. This would amount to auditors performing management’s function and testing 
their own work. An auditor can report why a control statement is not accurate and can 
suggest that management reword the control to correctly reflect the control activity.

Client personnel may be unsure what the audit team is seeking, especially when 
management currently has limited experience with proper controls language. This sce-
nario has the potential to become frustrating for the client, since auditors clearly under-
stand what is needed better than client personnel, and the client is likely looking to 
expedite the audit progress. Audit management should clearly express to management 
why this is the case, and can perhaps provide limited advice on what makes effective 
control language.

Organize a Testing Plan
The audit team now has a sense of the controls landscape. They have reviewed system 
and procedure documentation, and spoken with control owners about the control en-
vironment. Once controls wording is finalized, the team is ready to assemble the audit’s 
test program, sometimes referred to as the “test plan,” “testing matrix,” or the “matrix” 
for short. 

The test program is often within a spreadsheet. Control activities are listed in the docu-
ment, and auditors design a set of control tests for each control. Depending on the control, 
there could be one to several test actions to perform, which could range from performing 
inquiries with control owners to complex substantive testing. Certain methodologies may 
require multiple types of testing for each control. The degree of testing for each control 
may consider the risk assessment, the audit objectives, and the project’s budget.
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A text plan outlines the testing down to the individual task level and provides a 

structure for capturing test results in a central document. The document serves to en-
sure that the auditors perform testing completely. A test plan is an audit team’s internal 
document. It helps auditors manage the process of testing and serves to track their 
progress. 

NOTE NOTE If one is working close to financial auditors, the term “matrix” can 
refer to a central document in the joint financial-IT audit process. 

Contents of a Test Plan
A test plan organizes a set of control objectives and controls within a spreadsheet. The 
test plan is designed to assist auditors in performing complete testing and tracking their 
progress, and will contain many fields that will be populated later during the course of 
testing. In order to prepare for testing, certain fields will need to be populated before 
an auditor is ready to start testing. Fields required to be populated include:

• Control number and name

• Control description

• Control objective supported

• Method of testing

• Test description

• Control owner

• Auditor resource assigned to test the control

Fields that are prepared by an auditor when developing a test plan but that are to be 
populated during testing include:

• Test results in narrative form. This part should provide an answer to a 
reviewer’s question, “Was testing adequately performed?” This may include:

• Dates and names of people met with

• Short responses to inquiries when a full memo is not required

• Short description of the testing process 

• Discussion of determinations made during testing

• References to supporting documentation

• Summary of test results

• Testing status 

• Test results

• Residual risk

• Recommendations to management

An example test plan, shown here in Figure A-6, illustrates how a control may be 
documented as an entry in a testing plan. 
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Control objective # 2

Control objective Accurate import of data files into system

Control # 2.3

Control activity Reconciliation of validation totals upon file import 

Description and control process Users receive the file from the vendor and record key 
metrics relating to…

Risk Data import results in inaccurate, incomplete, or 
improper transactions

Location performed IT Department, Seattle,  WA

Control validates for:  

Completeness X

Existence X

Accuracy X

Presentation  

Validity  

Rights and obligations  

Cutoff  

Control type Reconciliation

Control attribute Preventative

Auto or manual Manual

Documentary evidence generated Initials on report

Testing  

Resource assigned to task Michael, the auditor

Control tests Manual

1.1 Existence of evidence containing initials

Test 1.1 result TBD

1.2 Sample testing on population of initialed reports

Test 1.2 result TBD

1.3 Corroborative inquiry regarding procedures being 
followed correctly

Test 1.3 result TBD

1.4 Inquire regarding availability of procedure documentation

Test 1.4 result TBD

Documentary evidence collected TBD

Figure A-6 A testing plan helps to organize the details of an IS audit.
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The testing section of the test plan in Figure A-6 is developed to capture test results 

though testing has not yet occurred. Auditors could choose to expand this with sections 
for capturing residual risk and recommendations.

Review of Test Plans 
Before testing is to launch, the test plan will be reviewed by audit management for ap-
proval. The review will consider the following:

• Do planned test procedures support a valid test of the control?

• Is the degree of testing appropriate to support each control objective? The 
audit’s objective?

• Are all scope areas covered by testing?

• Do planned test procedures appear to fit in the planned time frame?

• Are auditors appropriately skilled to test their assigned controls?

The approved test plan document is placed in the audit’s workpapers. Audit man-
agement may share this plan with client personnel, or it may be kept internal to the 
audit team.

Estimating Effort
Evaluating the time allotted for testing is important. In the course of designing testing, 
the time it would take for an auditor to perform the task should be estimated and 
tracked. Estimates should include the amount of time to schedule meetings, perform 
interviews, review test materials, document testing results, update the test plan, and file 
documents. Experience is the best guide to estimating the amount of effort necessary to 
perform testing of controls.

When reviewing a draft test plan, it can be helpful to review how many hours are 
estimated for each control, each control objective, and the plan as a whole. Plans should 
avoid spending too much time on less important controls or control objectives, and 
ensure that testing for the most important control objectives is thorough.

It is important to compare test plan time estimates with the planned time budgets 
in the audit plan. If the testing plan is much larger than the time allotted, several issues 
could arise, such as:

• Testing is too ambitious, and there may need to be a reduction in test 
activities, control tests, or even control objectives. 

• The scope of testing is appropriate and individual controls tests are appropriately 
sized; however, testing time estimates were inaccurate. The client may agree to 
pay for the testing or may wish to work with auditors to trim the scope.

NOTE NOTE Time budgets for testing should build in some buffer time. Some 
technology tests often don’t reveal their magnitude until testing is being 
performed.  There could be issues with evidence delivered, unexpected test 
values, remediation of possible exceptions, and other interruptions.  
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Resource Planning for the Audit Team
Depending on how many audit professionals are available, this activity will be more or 
less complex. For external engagements, the RFP and bid solicitation process is the first 
place where an audit team assesses whether they have the skills available to perform an 
audit. Once more detailed information is gathered from the primary contact, it is time 
to determine who will perform what work. The most efficient work will be performed 
by persons who have done testing on that technology (and the supported procedure) 
in the past. A project will be managed more efficiently with fewer persons involved; 
however, more hands on deck can accelerate completion. 

On the consolidated list of technologies, identify the resource(s) that will be as-
signed to review each technology.

If you have personnel with “deep skills” in specific areas, you might not need to 
include them on the team, though you may be able to “push down” specific testing to 
these persons. Without bringing them “into the field,” they can still contribute their 
skills. 
Example situation:

You have Auditor A (“Ann”), who is reasonably familiar with Unix and available to the 
audit team, and Auditor X (“Xavier”), who is a Unix expert with limited availability. Auditor 
A can own several responsibilities on the audit team, including working with the Unix control 
owners. When information is gathered for the purposes of testing, Ann can pass the test materi-
als, with instructions, to Xavier. Xavier returns test results to Ann, identifying the nature of any 
exceptions found. Ann is then able to address testing exceptions with the control owner and 
control manager. Ann has been freed up for other meetings, the testing has been performed by 
the most capable resource, and the audit has been expedited.

In a situation where younger auditors are being mentored, developing their skills 
and expanding the experience base of the audit team is a consideration. Exposure to 
new processes or technologies is best done when there is a more senior person guiding 
them and able to serve as backup. 

Preparing Staff
When an engagement letter is signed, staff members are usually informed of the proj-
ect. Details on a project’s requirements may be scarce at the time, but management may 
share with staff the planned hours per their proposal. Not all audits include the same 
team of persons planning the audit and executing the audit. Therefore, a few team 
members could be included during testing that are not familiar with the plan.

Once resource planning has been completed, it will be clear what personnel will be 
performing what tasks within an audit. When this occurs, it is important to meet with 
audit personnel to explain the project and define the roles of auditors during the proj-
ect. During this meeting, audit management may provide resources or web links for 
auditors to use when researching the company, and perhaps update their knowledge on 
technologies they will be reviewing. If audit team members will be tasked with tech-
nologies with which they have limited or outdated experience, this is the time for pro-
viding preparatory training. 
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Once schedules are set for when resources will be visiting the client site, guidelines 

may be provided on the logistics of traveling to their location and, if possible, finding 
acceptable lodging in the area. This is also a chance for audit personnel to raise ques-
tions about the audit.

Project Execution
Thorough preparation for testing will reap benefits when the audit team enters the test-
ing phase. It may appear that effort spent preparing is excessive compared to the task 
still at hand. Preparation’s greatest benefit will be avoiding problems during testing and 
review, and developing reports. Failure to include a few needed tests may set back a 
team several days. An error in objectives, scope, or an understanding of the testing en-
vironment can cause greater problems. 

A test plan developed with proper care will provide the audit team with a structure 
that facilitates effective and efficient testing. Testing is busy enough when it goes well.

Project Planning with the Client
The readiness assessment is now complete, the client has addressed any preparedness 
issues, and the attestation period is approaching. The primary contact will help the 
audit team plan and schedule testing. Table A-2 is a quick summary of topics to address 
at this phase.

Gathering Testing Evidence 
The testing process involves gathering extensive evidence, and it is important for gather-
ing evidence to be orderly.  Several common ways of requesting evidence are:

• Requesting information in person

• E-mail

• PBC lists

It is common when interviewing personnel to make direct requests. Direct requests 
may involve observing software controls and gathering screen-prints as evidence, or 
confirming the availability of policies, procedures, and disaster recovery plans. E-mail 
also is a common tool, especially when control owners require approval to provide 
sensitive information. PBC lists are a tool that introduces order to the process of gather-
ing test information. Concise and easy to understand, PBC lists are a tool for client 
management to track information they are providing to auditors, and for auditors to 
track what information they have requested and received.

Depending on the testing being performed, there can be several phases of requests 
for information supporting testing. The audit team should seek to be orderly regarding 
requests. If requests are made directly of control owners, the requests should be 
tracked. 
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Testing can be burdensome to client personnel, and a client may seek to minimize 
the impact. When gathering test evidence, the client contact may request the team lim-
it the frequency of information requests to their staff. Some requests may need to be 
made through the primary contact or their designee. Clients also may request liberal 
turn-around times so as not to overburden their personnel. 

Sample Testing Sample testing requires multiple rounds of requests. Initial re-
quests are for sampling populations, from which auditors will select their test popula-
tions. Assuming the sample population is correctly delivered and understandable, audi-
tors then submit a request for test evidence for the selected sample. Unless test results 
are extremely successful, there could be requests for follow-up information on ques-
tionable results. 

Subjects Common Consideration

Dates What schedule works for the client and the auditors? This will center 
on the availability of key resources, and may consider busy periods in 
the client’s cycle, such as financial closing cycles.

Availability of key 
resources

When are key control owners going on vacation? Are there events or 
time periods to schedule around? Control managers are often asked to 
provide availability information on control owners.

Opening meetings An audit traditionally starts with an opening meeting. In addition to 
audit management and the primary contact, it may include the audit 
sponsor, control managers, control owners, and staff auditors.  Audit 
scope, schedules, procedures, permissions, and other subjects are 
discussed here.

Permission to access 
information

It should be clear to control owners what they are permitted to provide 
to auditors and how. For example, the client may have preferences 
surrounding the use of shared drives on file servers or flash drives, or for 
e-mailing certain information.  The primary contact may want to schedule 
access to certain records.

Turn-around time 
guarantees

The time between when information is requested and when it is 
provided is sometimes an issue. Turn-around times can cause work 
bottlenecks within a client and can affect how quickly an auditor can 
complete his work.

Learning procedures How will an auditor get up to speed with the client’s procedures? Does 
he need to meet with control owners to confirm documentation is 
up-to-date? Is there a need to perform a walkthrough of the controls 
before testing?

Scheduling testing Do auditors coordinate with the control owners directly, or does the 
control manager want to keep their schedules? Also, remember the 
need for lead time, absences, and vacations.

Auditor workspace 
and Internet access

Where will auditors set up to do work? What hours is the workspace 
accessible? Do they need the workspace to be locked? Do auditors 
require keycards or other means for accessing the client work site? 
How do they get Internet access? Will access require a permissions 
cycle and training? 

Table A-2 Project Planning to Audit Project Planning

AppA.indd   522 9/14/2009   4:21:28 P



Appendix A: Conducting a Professional Audit

523
Security and HR Procedure Testing Testing of security often covers setup and 
removal of account permissions. These will often involve two key lists:

• Current employee listing 

• List of employees terminated within a given period

These lists must be dated and should be provided at the same time. Lists should 
include (at a minimum) name, manager’s name, hire date, and termination date. Test-
ing surrounding HR procedures (such as approvals) may require these lists as well. They 
may be requested early during testing or, in some cases (such as for an SAS 70), after 
some time has passed within a test period.

Requests for Follow-up Information
Often, testing doesn’t go as planned. Certain information may be lacking from pro-
vided test materials. This may occur when the course of business requires exceptions to 
standard procedures. An auditor may not learn of all of these possibilities when meet-
ing with a control owner, but instead the auditor finds out later as he examines evi-
dence. Auditors usually need to make follow-up requests to determine if a notable oc-
currence during testing is an exception or is acceptable. 

Launching Testing
The audit team and client personnel are ready for testing, so it is time for auditors to 
begin. The availability of client personnel may determine the schedule of certain tests. 
Planning meetings will establish expectations as to when auditors are expected to com-
plete their work. Once schedules are set, logistics should be set for getting auditors into 
the field (such as transportation and lodging).

A testing period often starts with a series of kickoff meetings before meetings are 
scheduled with individual control owners. These meetings serve the purpose of intro-
ducing auditors to the control managers and their team of control owners. This forum 
allows for: 

• Auditors to meet personnel in person before testing launches

• Auditors to explain the scope of their audit and clarify expectations of testing 

• Control managers to frame the event for their personnel and to set rules and 
expectations 

• Control owners to raise questions they may have about the process 

Control owners may be experiencing some degree of nervousness, especially if they 
have not faced auditors before. Auditors will often find testing interviews work more 
smoothly when control owners have already met the auditor. Gathering evidence will 
work more smoothly when control owners have had expectations set by management 
as to what they can provide auditors, and possibly any methods of doing so. In addi-
tion, explaining to control owners that results of testing will be reviewed with them 
before they are reported will often help control owners relax.
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Performing Tests of Control Existence
Tests of control existence determine if a control is in place and operating effectively. 
They also determine if the control activity happens. Many controls will pass if a docu-
ment simply exists or a software configuration setting is confirmed.

Control existence does not imply that a control is operating effectively over time, 
but whether it works if it is in place. Existence tests are often performed using the test-
ing methods of:

• Inquiry and corroboration Auditor questions control owners about 
controls

• Observation Auditor views a control being performed

• Inspection Auditor reviews material for compliance with stated control

• Reperformance Auditor performs control activity himself

Many existence tests are performed when accompanying the control owner. Exis-
tence testing is a leading method of testing automated controls enforced by software.

Certain controls testing engagements, such as SOX 302 testing and an SAS 70 Type I, 
test for a control’s existence. An SAS 70 reports that at one moment in time these con-
trols are in place. SOX 302 requirements verify that the controls environment is docu-
mented and the controls have been tested once. In contrast, when the burden of controls 
testing involves confirming that they are operating over a given period, such as SOX 
404 or a SAS 70 Type II report, control tests for existence may be performed multiple 
times during the test period.

Automated Controls
Automated controls are tested for existence. Many tests involve confirming software 
configurations and observing whether systems enforce a rule. 

Automated controls are most often observed in person by an auditor, and the audi-
tor documents the occurrence for testing workpapers. In order to gather documentary 
evidence, when possible, an auditor will gather screen images of configurations or a 
progression of screen images. These images can be accompanied with an auditor’s de-
scriptive text for use as documentary evidence of the control test. 

NOTE NOTE In certain client situations, a control owner may ask to generate 
documentation of controls on their own. If at all possible, documentation 
of controls settings should be gathered in the presence of the auditor, and 
preferably the first time an auditor asks to see it.  Allowing a control owner to 
prepare evidence of controls can present certain issues, such as the control 
owner cutting corners and using images provided to previous auditors.

Governance Controls
Governance controls are often tested for existence—for example, policies, procedure 
documentation, committee meeting minutes, approvals, and other documents can be 
tested for existence. It is possible that the provided documents may be subject to addi-
tional review per the test plan, but if this test of existence fails, it won’t occur.
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Testing Existence via Observation
Tests by observation are performed by an auditor witnessing whether a control activity 
is performed. This can involve the auditor looking over the shoulder of the control 
owner and requesting they perform certain tasks as they perform a procedure, or by 
viewing software settings within applications. Examples of testing include:

• Confirming that software requires and tracks approvals

• Observing physical and environmental controls for a server room

• Noting the existence of signed policies and a background report in an HR file

• Viewing system-generated alerts reaching a pager

• Reviewing a firewall rule base to confirm settings 

Control tests by observation are recorded in writing in testing workpapers. Record-
ing observations should be sure to include the date and time, as well as the full name 
and title of the control owner. 

NOTE NOTE Client organizations may not permit their firewall rule base to be 
printed or carried off the premises.  An auditor may have to observe the rule 
base and document their review as a test by observation.

Testing by Inquiry and Corroborative Inquiry
Testing by inquiry involves asking questions of control owners. Inquiry is most com-
monly performed in person, over the phone, or via e-mail. Some standards of testing 
require corroborative inquiry, meaning two persons with knowledge of a control must 
make agreeing statements. Discussions are documented, often in memos, and placed in 
the workpapers.

When documenting inquiry, the auditor must take care to phrase any statements by 
management as “representations” made by the client rather than facts. Wording might 
read: “Per the Unix system administrator, security logs are reviewed on a weekly basis,” 
or “the CIO represented that spending is reviewed monthly.” 

The audit workpapers will include the record of the conversation and a memo ad-
dressing the result of the test.

Testing Existence by Inspection
Inspection is when an auditor is performing a review of the content of client-provided 
evidence. Testing may seek to analyze the nature of information discovered within the 
material being tested, which could be a report, policies, meeting minutes, or other 
document. Testing by inspection might seek to determine whether:

• Forms reflect the proper approvals signatures

• Data backup software schedules match documented schedules

• Committee meeting minutes reflect management’s discussion of log file review

• Network and data flow diagrams are dated and current
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The audit workpapers should include a memo addressing the results of testing, 

which identifies the inspected documents, and copies of the documents. Any excep-
tions should be marked in the document and addressed in the memo.

Testing Existence by Reperformance
Auditors may test security controls and automated controls via reperformance. Security 
controls testing may differentiate between the permissions granted certain access cards, 
such as at a server room door. Automated controls can be tested by granting an auditor 
access to an application for the purposes of testing its controls. Examples include:

• Attempting to set a password that is noncompliant with policies

• Confirming VPN authorization is required and no guest account is enabled

NOTE NOTE Reperformance can be used to perform substantive testing as well.

The audit workpapers should include a description of the reperformance test. Work-
papers for a reperformance test may then resemble other forms of testing, such as ob-
servation (VPN example) or sample testing (transaction records example). 

Control Existence Failures
One possible result of testing is that a control being tested is not implemented. This is 
often discovered during initial discussions with control owners or during a procedure 
walkthrough. This can occur for several reasons:

• Documentation of controls has not been updated for new procedures. 
Effective controls may exist, but they are not included in testing programs.

• Changes in personnel resulted in a lack of ownership of the control process.

• Controls were documented as “to be implemented”, or implementation was 
not successful.

When controls are found not to exist, they should be quickly brought to the client’s 
attention. If it is possible (or prudent), validate the absence with a control manager 
before elevating the issue to the primary contact. A control manager may be able to 
clear up the confusion and prevent embarrassment. 

Perform Testing of Control Operating Effectiveness
Tests of control effectiveness confirm that the performance of a control activity has 
been successful. Audits most often test control effectiveness over a defined period. In 
order to test for successful operation, evidence needs to indicate that a control repeat-
edly occurs correctly or appears to occur without interruption.
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There are several methods of testing operating effectiveness, including inspection, 

reperformance, sample testing, and automated testing methods (not to be confused 
with automated controls). This appendix does not intend to reflect on all the ways of 
testing, but hopes to provide some context and perspective on how certain test methods 
are applied. 

Testing Effectiveness by Inspection
Inspection can be used as a test of effectiveness as well as existence. Inspection can re-
veal that evidence indicates continued operation of a control activity. To test for control 
effectiveness, inspection is often used to review system log files or similar reports. Some 
examples of how inspection methods are employed effectively for testing of reports or 
log files include:

• Confirming log entries were captured without interruption

• Reviewing changes to administrator passwords, confirming they are 
periodically changed in accordance with policy

• Changes to key settings, confirming that logs were not turned off and that 
settings were not changed at times during the testing period

Inspection may be employed as a method within sample testing as well. Testing 
may produce documents that are then tested by inspection.  

NOTE NOTE Gathering log file information for testing can be a challenge, as they 
can be quite large and reviewing them can take special tools.  A client may need 
to assist an auditor in interpreting the files. If filtering is performed on a file 
before an auditor’s inspection, it is best if the auditor observes the filtering 
operation and documents her observations. Some log files are overwritten, 
limiting the availability of evidence.

Testing Effectiveness by Reperformance
Effectiveness testing using reperformance can involve an auditor reproducing control 
activities performed by clients. This method can allow an auditor to confirm that con-
trols have been operating correctly because they can re-create the control activity themselves. 
Reperformance can involve recomputing figures or confirming the reported values from 
source data. Some examples of testing by reperformance include: 

• The control owner performs a reconciliation on reports provided by two 
different systems and initials the documents before processing. To test that the 
reconciliation was performed correctly, an auditor reviews whether the figures 
match on a sample of initialed documents. 

• A billing application generates reports on hours worked by querying a 
database of hours worked on each project. An auditor seeks to validate report 
totals are accurate, so she gathers the source, imports it into a database, and 
queries the source data to see if she can reproduce the values produced by the 
billing application. 

AppA.indd   527 9/14/2009   4:21:28 P



CISA Certified Information Systems Auditor All-in-One Exam Guide

528
If one is using a database or spreadsheet application to manipulate the data (report 

confirmation example), it may be permissible to store some testing records in electronic 
form. Workpapers should contain a memo discussing the testing methodology and 
identifying how and where (in the workpapers) the information is stored digitally.

Sample Testing
Sample testing is conducted when a control is performed on a regular basis and a re-
cord of the control activity exists. An auditor will select a population of control activity 
records to confirm that the control is being performed correctly. An auditor must re-
view the population of control tests and then request the evidence supporting elements 
of that population. This often involves two rounds of requests from a control owner to 
gather a sample population and test evidence. An auditor will document the sample 
selection methodology in the workpapers. 

 Auditors may select sample populations using statistical models, or they can judg-
mentally select a population from the test set. Judgmental selection is often helpful 
when a control is performed on transactions that have different levels of materiality, 
such as selecting transactions that relate to a company’s largest clients or most critical 
systems. Judgmental selections may also seek to consider the variety of transactions, 
such as selecting different kinds of clients or systems hosted on different platforms. 

When an auditor performs sample testing, the audit workpapers should include:

• A written description of the testing process, including a discussion of how 
sample selection was performed

• A record of the sampling population

• List of the test set population and the results of testing

• At least one example of a successful test and each exception (if all test 
materials are not retained)

An auditor’s workplace may have policies covering workpaper documentation re-
quirements. Testing sometimes includes lengthy printed reports, and some places per-
mit audit management to use their judgment regarding when retaining a sample of the 
report is sufficient evidence. In a recurring audit, the auditor may want to use lead 
sheets for greater efficiency.

Automated Testing
Automated testing can quickly provide an auditor with large amounts of critical system 
information. It often involves the use of testing programs (sometimes off-the-shelf) or 
test scripts. Test scripts may be designed by the audit organization, the software’s manu-
facturer, or a third party. Running scripts should only be done in close cooperation with 
a control owner, such as a database administrator or operating system administrator, 
and approved.

Both testing programs and scripts must be loaded on a client’s system to be run. 
Many organizations will require that a script or testing program be reviewed before 
auditors are permitted to run it on their system. A client’s review will usually confirm 

AppA.indd   528 9/14/2009   4:21:28 P



Appendix A: Conducting a Professional Audit

529
that a script is only executing inquiry commands. The use of automated testing should 
be brought up early in conversations with the client, as approval for their use may take 
some time.

Testing Programs Testing programs will often be developed by a software vendor. 
To assist a client’s review of a software program, the client can be provided with the 
software make and version number, and if possible, the auditor can provide software 
documentation.

Examples of automated testing programs include:

• Penetration testing

• A program that runs on a network to identify all workstations connected 
to the domain and to confirm that antivirus definitions are current on all 
workstations

• Network analysis programs that review network components and the 
protocols enabled on network devices

Testing programs often provide organized reporting of the results of testing. An 
auditor’s test consists of reviewing output reports from the test and recording the obser-
vations in a document. In addition to the output report and a record of an auditor’s 
testing, the workpapers should include details on the testing program used, including 
name, manufacturer, version number, and relevant configuration settings used. The 
results of analysis are then recorded in the testing matrix.

Test Scripts Scripts are programs that are run on systems and that usually generate 
a file showing the commands executed and the results. Scripts are written in “scripting 
languages,” which are languages that consist of system or application commands that a 
system or application will execute sequentially. When a scripting language executes, the 
first command in a series will finish execution before the second command is started.

It is preferable for an auditor to execute the running of a script in person. The audit 
workpapers should include:

• Information on the system being tested, including version, current patches, 
and relevant configuration settings

• Text of the script itself, plus any information on the publisher, name of the 
product, and version number

• Output report from running the script

• Results of the auditor’s review of the output report

Scripts designed for certain technologies have the issue of expiring as the technol-
ogy becomes obsolete, so infrastructure is required to keep them current. Unless an 
auditor is an expert in a given scripting language, he should avoid writing or editing 
scripts. Automated tools are more common with large audit organizations and cutting-
edge audit shops.
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Discovering Testing Exceptions
During the course of testing, sometimes errors are undoubtedly exceptions; other times, 
it may not be clear whether an unexpected result equates to a test failure. Though the 
situation ought to be avoided, there is the possibility that an auditor does not yet un-
derstand the full process or the full control landscape. If an auditor reports prema-
turely on findings, it can lead to challenges with the client relationship and loss of 
professional integrity for the auditor. 

A clear understanding of the procedure, and the role of the control within that pro-
cedure, is needed so that the auditor can determine if a nonstandard test result amounts 
to an exception. When exceptions are identified, it is important to confirm their nature. 
In certain testing, it will be clear when a result is an exception. When exceptions are 
confirmed, in most situations, it is important to notify the control owner, control man-
ager, and primary contact.

When confirmed, it is important to document the exception in test matrices and the 
workpapers. If possible, the description of the exception should accompany the source 
document, including where it was identified. If the test was discovered in data testing 
or images of a screen, the evidence should be captured electronically (and perhaps 
printed), and a written description should be included. 

Reporting exceptions in audit reports usually includes reporting to the client the 
residual risk and making recommendations. 

Exceptions Requiring Follow-up
Fortunately, many exceptions are control failures, but there are situations when an au-
ditor must look deeper before reporting an exception that was found. There can be 
several reasons why an auditor must return to the control owner for a clear understand-
ing. Most often, this will be because a procedure or a control is not completely under-
stood, possibly because controls documentation is insufficient or outdated. 

When following up with a control owner, if e-mail or a short conversation is not 
possible, it is often best to inform the primary contact and control manager that you 
will require more time with their personnel. A few examples of testing requiring follow-
up include:

• Information requested is inaccurate. For example, an SAS 70 client contracts 
with a number of client companies to collect outstanding debts. When clients 
have specific contractual demands, the company may have different practices 
for reconciling and reporting information for some of their clients. Since these 
procedures differ, a PBC list that requests certain information could lead to 
confusion on the client’s side. A consistent and reliable process in the client 
organization would make this less likely.

• Upon an initial review of the client’s firewall rule base, it appears to permit 
traffic that includes less secure protocols. The auditor does not yet know if this 
is an exception. Further inquiry is required for the auditor to learn whether 
compensating controls address the residual risk: 

• Traffic could additionally be managed by a router, isolating it to specific 
servers.

AppA.indd   530 9/14/2009   4:21:29 P



Appendix A: Conducting a Professional Audit

531
• An IPS may be employed to isolate traffic that introduces security issues 

into the network.

• Valid business reasons may have led to management accepting the risk of 
permitting this protocol. Staff may regularly monitor the activity. 

After completing follow-up with control owners, any clarifications the auditor ac-
quires should be documented in the workpapers as support for the results of testing. In 
addition, procedure and controls documentation could require updating. If follow-up 
confirms the exception is valid, it must be documented as an exception. 

Confirming an exception with the control owner and control manager should pre-
vent disagreements when an audit report is presented to a client organization. 

Discovering Incidents Requiring Immediate Attention
During the course of testing, an auditor could discover information that requires im-
mediate attention by the audit team, client management, or both. An auditor has a 
professional duty to be aware of possible indicators of fraud, hacking, or other im-
proper actions. Situations that could require immediate attention include:

• Fraudulent evidence provided by client personnel

• Discovery of vulnerabilities that compromise the computing or network 
infrastructure

• Improper or fraudulent actions on the part of client personnel

• Manipulation of financial figures reported to internal or external parties

• Requests made to auditors that could compromise the integrity of the audit 
process

An auditor should take care to make sure he understands correctly the nature of the 
discovery. In many instances, auditors will not have a problem consulting with control 
owners to confirm their understanding; however, situations such as fraud could require 
a high degree of confidentiality if a proper investigation is required. If the audit team 
together is still unclear on how to handle a situation, it is best to consult certified pro-
fessionals on how best to proceed.

Discovery of Fraud
If an auditor uncovers evidence of possible fraudulent or criminal activity, it is urgent 
that she address this with audit management and begin thoroughly documenting all 
communications. The auditor should consult with fellow auditors to confirm their in-
terpretation of the evidence. If the team suspects a possible issue, they must then decide 
how to proceed.

If there is agreement among auditors that evidence appears to show fraudulent or 
criminal activity, the audit team will need to notify client personnel of the incident. The 
audit team should consider the nature of the incident and carefully consider which 
members of client management are the most appropriate to inform. 
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In small to middle-sized organizations, the audit team may consider informing the 

CIO, CFO, legal counsel, internal audit director, or other members of executive man-
agement. In larger organizations, a level below executive management may prove more 
appropriate. In extreme situations, it may be required to first inform the chair of the 
audit committee or other governing board. A meeting should be set up to discuss the 
evidence and see how the client would like to proceed.

Handling Evidence of Fraud or Criminal Activity If the auditor possesses 
documentary evidence of a potentially fraudulent activity, he will need to isolate the 
document and establish a chain of custody for the potential evidence. This chapter does 
not claim to be an authoritative resource on procedures to follow in the event of discov-
ering fraud. If fraud is discovered, the advice of a professional investigator should be 
consulted immediately for guidance in these situations. This person will advise the 
audit team on how to act until an investigator is able to take over the chain of custody 
for evidence and continue the investigation. 

An auditor may be required to handle evidence relating to the discovery of fraud or 
criminal activity. In these situations, evidence is secured and a chain of custody must be 
established. It is preferable to establish the custody of evidence following the advice or 
oversight of a certified professional. A certified professional may not be able to assume 
the chain of custody of evidence the day it is identified, so an auditor may be required 
to perform certain actions. The following are important to consider when developing a 
chain of custody of evidence: 

• Do not make any marks or additional marks on the evidence, or disfigure it in 
any way (for example, don’t punch any holes in it to insert it into a binder).

• Establish a chain of custody of the evidence. Begin an evidence log 
spreadsheet that will track the location and possession of the evidence. The 
spreadsheet should be constructed to track the following information:

• Evidence log number 

• Date and time evidence was received from the source

• Information on the source of the evidence, including person, source 
system, report names, and other details

• Name of person submitting evidence to custody

• Date and time evidence is entered into the evidence log 

• A discussion of the information located within the documentary evidence 
that may indicate fraud 

• The method of storage of the documentary evidence. It is preferable for 
evidence to be stored behind locked doors or in locked cabinets when not 
in the custodian’s direct possession.

• Identify the person responsible for keeping documentary evidence secure 
and in their possession, and the time and date when they accepted 
possession of the evidence. If the security of the evidence is transferred 
between members of the audit team, be sure to record the date and time 
when this transfer of ownership occurs.
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• If the evidence is a piece of paper that has information on only one side, 

some parties advise that one may write the following on the back of the 
page: document number, date, and the source of the document, and sign 
and date it. 

If anyone on the audit team has experience with fraud investigations, they should 
oversee this process, and as soon as possible, a certified fraud investigator should be 
consulted. When a certified fraud investigator arrives, auditors will formally hand over 
custody of any documentary evidence and the evidence log to the investigator, and re-
cord the transfer of custody in the evidence log.

NOTE NOTE When collecting evidence that may later be used in a legal proceeding, 
strict forensic rules for collecting and protecting evidence must be followed. 
This often requires the services of a trained forensic specialist, who will follow 
these procedures in order to protect the evidence and its chain of custody.

Improper Actions by Management
Management may behave improperly during the course of the audit, and client person-
nel may fear for their reputation when auditors are around and may not act appropri-
ately. Thus, it is important for an auditor to maintain professional composure when 
client personnel act inappropriately. Less serious issues of inappropriate behavior can 
be addressed with the primary contact.

Certain improper actions may be severe enough to interfere with the execution of 
the audit, such as:

• Refusing to provide test evidence

• Providing fraudulent or “doctored” evidence

• Requesting audit personnel act inappropriately

• Threatening audit personnel

Violations at this level will require action by the audit team. Auditors should docu-
ment and communicate the incident immediately to audit management. Audit man-
agement and client management should then meet and address the issue. 

Certain improper actions by management could strongly affect the audit execution 
and the final report. In some situations, refusal to provide evidence or providing fraud-
ulent evidence can be reason for the audit team to cease performing an audit.

Materiality of Exceptions
The auditor is often in the role of judging the materiality of exceptions. During testing, 
judgment will be used to determine if the exception is serious enough to warrant the 
immediate attention of management, or is a discrepancy of limited consequence. The 
question of materiality is addressed partly in the testing matrix, when an auditor as-
sesses residual risk for a control that did not pass. 

The materiality of controls and control failures is discussed in more detail in 
Chapter 3.
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NOTE NOTE Audit management may not always agree with an auditor’s 
assessment of materiality. Hopefully, this situation is uncovered quickly and 
a final determination can be made.  A staff auditor may have a client-specific 
perspective, and management may have more insight on the nature of certain 
risks.

Assessing Residual Risk
After the nature of a control failure is confirmed, the auditor can assess its residual risk. 
Certain failures will introduce a relatively limited amount of risk, such as identifying 
low-access accounts that are not compliant with a password policy. Other failures can 
be highly material and require immediate attention. An example of a material failure 
could be:

Auditors are performing tests of network security controls. When testing a requirement that 
employees use VPN for external access, auditors learn that RDP (Remote Desktop Protocol) 
traffic is permitted through the firewall and enabled on workstations. Inquiry reveals that a 
number of IT personnel work from home and that they access their workstations remotely using 
RDP. The residual risk is that unencrypted traffic, including authentications, is permitted 
through the firewall and potentially visible to third parties. This is clearly a material breach of 
compliance with policies and compromises network security controls. 

An example of how different exceptions from the same test could result in different 
levels of residual risk is depicted in Table A-3.  

In Table A-3, the high-risk example would definitely be brought to the attention of 
the report’s audience; however, it would be up to the auditor whether to do more than 
mention medium- and low-risk exceptions to management. 

Risk Level Exception Residual Risk

Low No password policy is enforced on 
a shared account used in a lab for 
Internet access only.

Inappropriate persons may gain Internet 
access.

Medium No password policy is applied to 
several user accounts with mid-level 
permissions.

Inappropriate persons may be able 
to compromise certain tasks within a 
procedure.

High No password policy is applied 
to security administrator and 
executive level accounts.

Inappropriate persons may gain access 
to executive level accounts and perform 
inappropriate authorizations, or access 
administrative accounts and compromise 
security administration.

Table A-3 Different Kinds of Exceptions May Call for Different Evaluations of the Level of 
Residual Risk.
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Categorizing or Ranking Exceptions
In some reports, such as internal audit reports, the severity of exceptions may be 
weighed. Categorizations of materiality can be selected, such as:

• Ranked most to least important

• Linear, such as low, medium, and high, or a scale of 1 through 10

• Stoplight: Green (controls operating or compliant), yellow (requiring 
attention), red (controls not operating or noncompliant)

Several parties can use weighted exceptions:

• Auditors may choose to present only the most material exceptions to the 
governing entity. These exceptions are again ranked by importance to 
the governing entity. Exceptions of lesser materiality are addressed with 
management.

• The IA department can use the ranking when scheduling retesting of failed 
controls.

• Management may use the ranking to prioritize their remediation plans.

Weighted results lend effectively to diagrammatic representations of the residu-
al risk.

Developing Audit Opinions
Auditors will develop opinions on individual control tests, control objectives, and at 
times, an audit as a whole. Reviewing test results and developing an opinion can be 
performed after all testing is complete, any follow-up with the control owner has been 
performed, and the test evidence is ready to be documented in the workpapers. In the 
event testing revealed exceptions, the control owner and the auditor will have already 
agreed to the facts relating to a performed test. An audit opinion is entered into the 
audit testing matrix.

NOTE NOTE Agreeing on facts ahead of an opinion will reduce disagreements 
when reporting reveals the exceptions to management.

An auditor will conclude his opinions on all controls supporting a control objective 
before developing an opinion on a control objective. 
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Control Activities
Developing opinions involves weighing the materiality of the exception, the residual 
risk, and the impact on control or audit objectives. Opinions on control activities will 
most often take the form of:

• Control passes

• Control passes with observations

• Control passes with notable but not material exceptions

• Control fails due to exceptions 

• Control fails because the control activity is not performed

Tests that merely “pass” the planned test procedures are easy to handle. Passing 
controls are entered into the testing matrix and reflect simply that the test passed. There 
is no burden for the auditor to develop statements of residual risk or recommenda-
tions.

Testing observations are generated when a situation is uncovered during the course 
of testing that relates to the control environment. Inquiry, for example, may reveal con-
trols weaknesses outside of the test plan scope. An auditor might also identify possible 
improvements to the control structure, or note that certain procedures are not always 
performed uniformly.

When an audit test does identify exceptions but the audit team considers the mate-
riality of the exceptions to not constitute a control failure, the control may pass, but the 
exceptions may be brought to the attention of management. For example, an Active 
Directory control states that no shared accounts are permitted on the network. Inquiry 
confirms that setup of shared accounts is not permitted, but a review of accounts iden-
tifies several old shared accounts, though follow-up reveals the access granted to these 
accounts is appropriately limited.

Testing a control activity could result in failure before all supporting tests are per-
formed. In these situations, an auditor will need to decide whether to curtail any more 
testing of that control and conserve effort. He will also need to decide whether addi-
tional tests of that control will provide any benefit to the client, and whether the opin-
ion of the control objective or the audit as a whole is influenced by these control 
activity test results.

Control Objectives
An auditor opines on control objectives once the opinions of all its supporting controls 
activities are complete. Auditors will determine how the results of controls testing sup-
port the control objective. Control objectives will be determined to either pass or fail. 
An audit’s methodology may provide guidance on determining if a control objective 
passes or fails. Audit methodologies might provide guidance such as: 
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• Each passed control objective must be supported by at least one substantive 

test confirming the effectiveness of supporting controls.

• A single control failure shouldn’t fail a control objective unless the control is a 
key control or the auditor documents a clear justification. 

• A failure of two or more control activities should fail a control objective, 
unless an auditor documents a clear justification of their determination.

If auditors are weighing a control objective, when testing failures exist, auditors 
must consider how the control objective supports the audit’s objectives. It is possible 
that in the course of developing an opinion on a control objective, auditors determine 
that evidence is inconclusive and that additional testing is needed before a determina-
tion can be finalized.

 Final determinations on control objectives should be documented in the workpa-
pers and approved by audit management.

Audit Opinions
Certain reports will deliver an opinion on the audit’s results. An SAS 70–type II report 
will attest to whether controls appear to be operating effectively. To come up with an 
audit opinion based on control objectives, the opinions on control objectives will be 
weighed against the audit’s objectives. A statement supporting this determination 
should be approved and entered into the workpapers.

Developing Audit Recommendations
It is common for an auditor to provide recommendations on improvements to a cli-
ent’s control environment. This can be done formally or informally. 

Formal Recommendations
Formal recommendations are provided in a deliverable to the client. This could take 
the form of internal audit reports, or could be delivered in a letter accompanying the 
report. Recommendations included in a report are frequently accompanied by manage-
ment’s responses, and possibly remediation plans. 

Formal recommendations are often carefully worded. Auditors must be careful to 
advise that management take action to remediate a weakness, while avoiding state-
ments that may appear that auditors are making decisions on the part of management. 
Wording is commonly along the lines of “management should consider” performing a 
certain action. Clients may also find specific recommendations distasteful, because 
there are often several options on how a control weakness can be mitigated.

Informal Recommendations
Informal recommendations are often discussed with control managers during the course of 
testing. It is constructive for both the auditor and control managers to discuss improving an 
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organization’s controls. It may also be a subject in closing meetings. Executive manage-
ment, such as an audit sponsor, may have some pointed questions they would like to ask 
auditors at the close of an audit. Similar to formal recommendations, auditors should 
phrase responses with care and maintain professionalism in their answer.

Managing Supporting Documentation
In the process of auditing, an auditor will handle a great volume of audit documents, 
process documentation, and testing evidence. Complete documentation is necessary to 
ensure professional integrity in the audit process. In addition, having clear and orga-
nized documentation will benefit the execution of the audit. Additional situations 
where this is of benefit are:

• Control managers or the primary contact may inquire about test results. 

• Audit managers will be able to confirm work is being done to expected 
standards.

• For auditors working for accounting firms, it is possible that the audit is 
subject to a peer review, where other firms review a project’s report and 
workpapers, and scrutinize the audit. An accounting firm may also be 
audited by the Public Company Accounting Oversight Board (PCAOB).

It is important for the format of testing documentation to be clear when staff audi-
tors begin testing. It is also important that documentation keep up with the progress of 
testing. Memos recording conversations should be promptly inserted into workpapers. 
During the course of the audit, it is often convenient to manage testing evidence in 
separate binders from audit documents.

Full audit documentation will often have some or all of the following sections:

• Table of contents

• Engagement documentation, such as the signed engagement letter

• Memos providing direction on understanding documentation

• Meeting minutes and memos from meetings between auditors 
and client personnel

• Procedure documentation and background information on key 
systems

• Testing matrices and lead sheets

• Supporting documentation generated during testing
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• Checklists for audit completion

• Testing methods used

• Sample guidance

• Document review

Storing Electronic Documentation 
Retaining electronic versions of documentation is becoming increasingly popular. Elec-
tronic documentation can be stored as files within a file system, such as on a shared 
network, but it is sometimes managed by supporting software. 

In some engagements, work by outside auditors results in providing the client with 
a copy of the workpapers. Electronic versions of documentation can be a convenient 
way of sharing documentation. When electronic documentation is delivered, one must 
confirm the preferred media of delivery with a client. 

Electronic storage can introduce challenges if it is to be archived for a specific peri-
od. Storage media preferences evolve and could render documentation difficult to ac-
cess if it is stored on outdated media. Another consideration is that certain media has a 
limited shelf life. 

Storage of documents within audit management software runs the risk of becoming 
difficult to access. Using software can be expensive, and an organization could face the 
risk of software compatibility issues once the systems that generated the archive files 
have been upgraded or replaced, or are no longer supported.

Lead Sheets
One common practice for organizing testing documentation is to begin a documenta-
tion section regarding a control with a “lead sheet.” Lead sheets often contain similar 
information to what was tracked in the testing matrix. They provide the reviewer with 
a tool to follow the testing process and understand the accompanying documentation. 
They also capture a reviewer’s sign-off.

NOTE NOTE Within most spreadsheet software, it is possible to populate 
information into lead sheets from the testing matrix. 

Lead sheets typically end with the result of testing clearly stated, as in Figure A-7. 
Evaluations of residual risk, auditor opinions, and recommendations will often be 
tracked in separate tools, but this is not necessary.
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Testing Lead Sheet
Company ABC, Inc.

Control ID 2.3

Tested by Michael, the auditor

Date completed 3/29/2010

Reviewed by

Control ID 2.3

Control Objective

Accurate import of data files into system

Control Activity

Reconciliation of validation totals upon file import 

Tests Performed

Inquiry X

Inspection

Observation

Re-performance

Sample testing X

Control Owner

Michael, the auditor

Sample Size

Approximately 440 file imports over the 6-month test period

Test Procedures Performed

1) Inquiry—Corroborate between two different department personnel

2) Sample testing—From a sample of reports, verify that the batch number of the import was 
recorded on the report and that import totals have been initialed and dated. 

Workpaper Reference

2.3a—Memo describing sample selection process
2.3b—Test population
2.3c—Memo describing test results

Test Results

Inquiry
Inquired of file import manager Jane...
 
Sample Testing
Reviewed 40 out of 440 reviewed import reports and found initials

Conclusion

No exceptions noted

Figure A-7 A testing lead sheet contains comprehensive information on the control and the 
testing performed.
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Delivering Final Reports
The fieldwork is completed, and control owners and managers have heard, and hope-
fully agree with, the results of testing. Any matrices employed have been updated with 
the results of testing, and opinions on control objectives and control activities are com-
plete. Discussions with audit sponsors and the primary contact should have clarified 
what a client expects for their deliverable. 

Writing the Report
When test results are clear, writing the report should be a rather straightforward process. 
Most audit firms or IA departments have developed reporting templates, although in 
some cases, clients may wish to provide a template. When no standard template is pro-
vided (or expected), it is common to select a similar report and utilize. 

Attention to a few practices will help the output of report writing:

• Say things in the clearest way possible. This can mean breaking up run-on 
sentences into single statements and saying things with the fewest words.

• It is often preferable to refer to control owners by their title. The person 
can be listed with their title as a participant. A report will be meaningful to 
more people when individual names are avoided, and it will serve as a more 
effective tool for future management and reviewers.

• If multiple writers are contributing sections, one challenge can be the 
uniformity of the language used. If dissimilar language is used, more time 
may be required during review. It is handy to provide writing examples upon 
which writers can benchmark. 

The testing matrix plays an important role when writing the report. Some reports 
will present results from the full testing matrix, such as SAS 70 reports. Internal audit 
may focus reporting on the most material exceptions. 

The report is not complete until the workpapers and testing matrix have been rec-
onciled to the report detail. This means evidence in the workpapers is organized and 
supports the content of the report. 

Reports to Third Parties
In most cases, the report will be provided to client management, but some reviews do 
deliver audit results to a third party rather than client management. An example of a 
third party receiving the report is when a party, such as a bank, hires auditors to per-
form procedures at a vendor providing expense management services.

Signed Reports
Certain reports must be signed by a certified professional. For example, an SAS 70 audit 
report must be signed by a CPA. Management may seek a certified professional’s sign-
off on specific testing or internal audit reports.
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Delivering Electronic Reports
If reports are delivered in electronic form, they should be done so in a form that cannot 
be altered. Additional controls, such as preventing text or figures from being copied out 
of the report or preventing the report from being printed, may also be appropriate in 
some circumstances. These controls will help to prevent the original audit report from 
being misrepresented or abused.

NOTE NOTE Some situations will lead to the testing workpapers not following 
the same structure as a report. If this occurs, it is important to include a 
description in the workpapers describing how they can be navigated to 
support the report. 

Solicitation of Management’s Response
Some report formats seek management’s responses to test results. When the conclu-
sions of a report are clear to the audit team, the team will usually sit down with the 
primary contact, and possibly control managers, and deliver (at a level equivalent to 
the report) the results of testing. Management will then review the findings and gener-
ate responses. 

Reponses from management usually involve one of three responses:

• Management will perform auditor-suggested remediation.

• Management will seek an alternate solution to their control weakness.

• Management believes no remediation action is necessary and assumes the risk 
of control failure.

The auditor will then review management’s responses and develop his own opinion 
on management’s action plans. The auditor may believe the response is appropriate 
and agree with management about the plans, but this is not always the case. When 
management responds saying no action is necessary, an auditor may be compelled to 
report this inaction to regulators or governing entities. 

Additional Deliverables
A client organization, or the department being tested, could request additional infor-
mation from an audit process. Examples of this include:

• Feedback on policies

• Suggestions for improving their control environment

• Test results information in greater detail than in the report 

• The feasibility of possible software solutions

The client organization may have selected the contracted audit party because of the 
experience of team members. Certain audit projects give an auditor a significant under-
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standing of a client organization’s environment. After testing, it is not uncommon for 
clients to ask the auditor how their systems compare to their peers’ systems. 

Auditors can be helpful when asked questions, but ought to be cautious in their 
responses. There are several potential pitfalls to avoid:

• Auditors should avoid making statements that go beyond their experience 
with the client and their personal areas of expertise. 

• It would be problematic if a manager justifies a decision based on the fact that 
“the auditor told me we should do it.” An audit is usually not a consulting 
arrangement, and engagement letters are often not written with disclaimers 
used by business advisors. 

• An auditor should exhibit prudence when performing assessments at clients 
that are business competitors. An auditor should be careful to not reveal 
details of a competitor’s systems. Even without identifying the party, providing 
certain detailed information could be perceived as unethical. If a client 
believes an auditor is overly liberal regarding sharing business information, 
they may fear that the auditor will treat their sensitive information similarly.

An auditor is in no way discouraged from providing advice to management, but 
must do so in accordance with an engagement’s requirements and in accordance with 
ethical and professional standards. 

Reviewing the Report
Once the report is a final draft form, it is often subject to review by the head of audit 
management. They will proofread the report for correct language and will tie the report 
back to the testing matrix and supporting workpapers. When a certified professional is 
signing a report, he will go through this process with great care before putting his name 
on a report. Reviews often include reviewers initialing sections as complete during the 
review, such as initialing lead sheets when review of testing documentation has been 
completed.

Ideally, a review will go well; certain points of feedback will be delivered to improve 
the report, testing matrix, and workpapers; and the audit team will have a limited num-
ber of points of clean up: opportunities for feedback and retesting may be required. 

Certain cycles for report writing, such as internal audit-specific reports, involve so-
liciting management’s responses to auditor’s recommendations. 

In lengthy audit projects, it may also be appropriate for auditors to conduct peri-
odic reviews of audit results throughout the audit.

Audit Closing Procedures
The audit process comes to a conclusion when reporting is finalized and workpapers 
are ready for shelving. Methodologies may require certain checklists and approvals are 
followed when wrapping up an audit. 
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Audit Checklists
Audit management may follow checklists for certain milestones during the audit. These 
may include requirements during the bidding and launching cycle, as well as closing 
procedures that make sure the audit is complete. Audit closing procedures may in-
clude:

• The report and workpapers have been reviewed.

• The report has been delivered.

• The signed management representation letter is in the workpapers.

• Workpapers are signed-off on and archived.

• Final bills have been sent. 

Delivery of the Report
Reports can be delivered to governing entities or management, and management may 
provide certain reports to third parties. Management will often provide an internal dis-
tribution list for a report. Audit management should clarify with the client how they 
would prefer to have the report delivered. Sometimes, the report is delivered in the 
context of a closing meeting; other clients will simply want copies mailed or an elec-
tronic copy delivered. 

Certain audit methodologies may require that the client sign a letter, sometimes 
referred to as a “management representation letter,” before testing is complete. A man-
agement representation letter states that client personnel have provided truthful infor-
mation during the process. Having management sign this letter ensures that management 
has taken responsibility for information provided to auditors, upon which the repre-
sentations in the report are based.

Final Sign-off with the Client
Audit methodologies may involve formalizing the closing of an audit with a client. 
Audit management may seek closure to know that they can close the book on an audit. 
Auditors will know all work on a project is complete, and no more hours will go against 
project budgets. Final billings can be processed, and the final invoice for audit services 
can be sent to the client.

One way of formalizing the end of an audit is to have management sign a letter ac-
cepting its completion. A final document is often signed by the client that states the 
auditor has provided all services as contracted under the engagement letter. 

Audit Follow-up
A controls testing cycle will provide an auditor with an opportunity to revisit controls 
that have failed in previous periods. In certain testing cycles, not all controls are tested 
within each period of the cycle; however, if a control has failed, it must be included in 
the next testing cycle.
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Retesting the Previous Period’s Failed Controls
An IA department is likely to have a follow-up routine, which will track controls that 
have failed, and follow up on them with regularity. If a number of controls have failed 
within a process, it could involve elevating the process within the multiyear audit plan. 
The controls will be retested until improvements are made and the control passes, or 
the control is replaced with a new control activity. 

When audit testing is performed on a cycle based on risk assessments, certain con-
trols may be tested in alternate periods. When a control test has failed, it is most often 
put on the schedule to be retested in the following period. 

A test with repeated control failures will be shared with appropriate executive man-
agement and, depending on materiality, may be reported to the governing entity. 

Follow-up on Management’s Action Plans to Remediate 
Control Failures
Internal audit cycles will suggest improvements to control activities, and management 
will reply to these recommendations. Sometimes, management implements the audi-
tor’s recommendations; sometimes, they reply with alternate approaches to the issue. 
Often, a project is started by management as remediation and the planned completion 
date is provided with management’s reply. IA departments will track management’s 
remediation plans on the calendar and will follow up with the project owner regarding 
completion. Testing will be reperformed on failed controls, and may be performed on 
controls newly introduced by a project as well. 

Client Feedback and Evaluations 
Some audit firms will follow up with clients after their engagement with surveys. These 
surveys will solicit feedback on a number of different parts of the audit. The client will 
provide the audit team with different “grades,” which the audit firms may consider 
when seeking to improve service quality in the future. If a client is pleased with the 
service, this proves an opportunity for the audit firm to ask a client if they may serve as 
a referral when the audit firm is bidding on services to a new client. Some audit firms 
will bring the audit team together to review the feedback from the client.
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APPENDIX BPopular Methodologies, 
Frameworks, and 
Guidance

This appendix discusses the following major topics:
• Key controls and frameworks terminology and concepts
• Demystifying the various frameworks available and their value to the CISA

Are you getting ready to develop, document, or test controls? Several methodologies, 
frameworks, and guides contain detailed information on processes, control objectives, 
and controls that may assist you in your efforts. This appendix is dedicated to helping 
you make sense of these available resources and the terminology used within.

The appendix is divided into two main sections. The first section focuses on com-
mon terms and concepts, while the second section describes the various methodologies, 
frameworks, and guides available and provides background information, high points, 
and a summary of why the resource may be helpful to a CISA-certified individual. 

If you are reading this for the first time, it is recommended that you pay close atten-
tion to the first section, which provides you with a foundation from which to view the 
resources. Once familiar with the terminology, skip to the second section and find the 
resources that most directly apply to you and your objectives. A table is provided at the 
end of the appendix as guidance for which frameworks may be most relevant to you.

Common Terms and Concepts
This section was created with the intention that it be used for reference when you are 
working with one of the frameworks discussed in the second section (or another that is 
not discussed in this book). At some point, you may hear someone refer to one of the 
frameworks or methodologies described in this appendix or find yourself wondering if 
a particular framework or methodology may be valuable to you. 

When looking for resources, consider the level and type of information you are 
looking for. Are you looking for information on implementing processes, control 
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objective statements, or detailed guidance on specific controls? Are you developing a 
set of IT general controls, assessing a process, or writing particular policies? Each of 
these activities may be covered in complementary resources; however, if you are in a 
time crunch, it is recommended to first determine what you are looking for. Using the 
following common terms and concepts, we’re hoping you’ll be on your way to narrow-
ing down the type of information you are on an adventure to find.

Governance
Enterprise governance is defined as the responsibilities and practices followed by execu-
tive management and the board of directors to ensure that the enterprise’s strategic goals 
and objectives are met, risks are managed, and resources are used responsibly. Examples 
of enterprise governance practices would be that of senior management providing direc-
tion and oversight, clearly identifying roles and responsibilities, coordinating initiatives, 
and enforcing compliance. Integrity, ethical behavior, transparency, and accountability 
are just a few principles of enterprise governance. Enterprise governance is critical for 
increasing investor confidence and ensuring compliance and profitability.

IT governance is a vital part of enterprise governance and aims to ensure that IT is 
meeting strategic goals and managing risks, and that IT investments are generating 
business value. 

IT governance is the foundation for all IT strategic and tactical activities. It helps 
ensure that strategic goals and objectives are set and measured against; activities, re-
sources, and investments are managed and prioritized; and IT risks are identified and 
managed. 

The IT Governance Institute (ITGI) and ISACA have developed an IT governance 
framework that focuses on strategic alignment of IT with the business strategy, value 
delivery of IT, IT resource management, IT performance management, and IT risk man-
agement. More information on this can be found online in the ITGI publication Board 
Briefing on IT Governance: 2nd Edition.

Although governance is the focus of the new Certified in the Governance of Enterprise 
IT (CGEIT) certification, it is important to understand that it is the foundation of IT 
and may affect which processes and controls are prioritized or assessed at any given 
time.

Goals, Objectives, Strategies
Often, the terms “goals” and “objectives” are used synonymously in documentation 
and planning. Both are used to describe a desired end state, or what an organization 
intends to achieve; however, strategies are the actions an organization intends to take 
to realize its goals and ultimately its vision.

One of the most popular terms in the IS world and control and process frameworks 
is “objective.” Keep in mind that an objective is what the enterprise is trying to achieve. 
It is always set within a context. For example, the COBIT framework describes several IT 
processes and related objectives. In addition, the framework describes specific control 
objectives. 
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Process objectives and control objectives are different. Process objectives describe what 

the process intends to achieve, while control objectives describe what the implemented 
control activities are trying to achieve. It is important to understand that the concept of 
objectives is widely used and they need to be kept in proper context. Some of the most 
common process objectives are:

• Information reliability and integrity, including financial reporting

• Compliance with regulations

• Safeguarding assets

• Cost-efficient use of operations

• Effective and efficient operations

Detailed definitions of goals and objectives can be found in the Business Motivation 
Model, which is published by the Business Rules Group. In this publication, goals are 
seen as general statements that are ongoing, longer-term, and qualitative, whereas objec-
tives are intended to be more specific, shorter-term, time-specific, and quantitative. In 
the same model, strategies are said to be the activities that are planned to channel ef-
forts towards goals. The model provides an entire framework for developing mission, 
vision, goal, objective, strategy, tactic, and directive statements, just to name a few, for 
an organization.

Processes
Simply stated, processes are used to manage and organize a set of activities, and help 
ensure that organizational goals are being met.

Each process represents a series of steps or activities that are designed to take input(s) 
and create some sort of output(s) that deliver a service or product in order to meet spe-
cific expectations or desired objectives/goals for a particular group of customer(s). In 
summary, processes are put into place to guide how an organization does work in order 
to produce value for customers.

Example Process
An example of a process would be the assessment and management of IT risks.

The process would represent a set of activities and may look like this:

• Determine the context: Identify -> Assess -> Prioritize -> Respond -> Monitor

• Inputs: internal and external audit reports, vendor assessments, vulnerability 
scans

• Outputs: risk registers, risk reports, mitigation tracking reports

• Ultimately meets business goal: manage IT-related business risks 

Several frameworks describe the various IT processes, interdependencies, inputs, 
outputs, and metrics, most notably COBIT and ITIL. These frameworks are discussed 
later in this appendix.
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Capability Maturity Models
Initially developed by the Carnegie Mellon Software Engineering Institute as a software 
evaluation model, capability maturity models (CMMs) are used in several frameworks 
to determine and describe incremental maturity levels of business process and engi-
neering capabilities. 

The maturity of a process or system will be rated on a scale from 0 to 5, with a level 
of 0 referring to a nonexistent process and a 5 equating to the greatest maturity in capa-
bility. The ideal maturity rating differs for each organization.

CMMs can be used to assist organizations with developing process maturity base-
lines, benchmarking, prioritizing activities, and defining improvement. They can be 
useful in conjunction with any process framework adopted. An example of a CMM is 
that which is used in the COBIT framework to describe the maturity of COBIT-identi-
fied processes.

Figure B-1 represents how maturity models can be used to show current and future 
desirable states and for benchmarking against competitors or industry standards.

Table B-1 provides an example of a maturity model and the ratings used to measure 
those processes outlined in COBIT.

Controls
Controls are the means by which management establishes and measures processes by 
which organizational objectives are achieved. Controls may be established in order to 
improve effectiveness, efficiency, integrity of operations, and compliance with laws and 
regulations.

Frameworks are collections of controls that work together to achieve an entire range 
of an organization’s objectives. Because many organizations operate similarly, standard 
frameworks of controls have been established, which can be adopted in whole or in 
part. These frameworks are discussed later in this appendix.

Figure B-1 
Rating scale for 
process maturity
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There are many ways in which the frameworks discuss controls:

• Internal control The aggregate system that is put into place in an 
organization to provide management with reasonable assurance that 
objectives are met. It refers to the many control activities in place to meet 
control and, ultimately business, objectives.

• Control objectives Control objectives ensure that business objectives are 
achieved and that undesirable events are prevented or detected and corrected. 

• Control activities/controls These are the specific policies, procedures, 
and activities in place to meet the control objectives. Controls may be put 
into place to help prevent or detect and correct undesired events in the 
organization. 

Level Label Description

0 Nonexistent Complete lack of any recognizable processes. The enterprise has 
not even recognized that there is an issue to be addressed.

1 Initial/ad hoc There is evidence that the enterprise has recognized that the 
issues exist and need to be addressed. There are, however, no 
standardized processes; instead, there are ad hoc approaches 
that tend to be applied on an individual or case-by-case basis. The 
overall approach to management is disorganized.

2 Repeatable but 
intuitive

Processes have developed to the stage where similar procedures 
are followed by different people undertaking the same task. There 
is no formal training or communication of standard procedures, 
and responsibility is left to the individual. There is a high degree of 
reliance on the knowledge of individuals and, therefore, errors are 
likely.

3 Defined process Procedures have been defined and documented, and communicated 
through training. It is mandated that these processes should be 
followed; however, it is unlikely that deviations will be detected. 
The procedures themselves are not sophisticated but are the 
formalization of existing practices.

4 Managed and 
measurable

Management monitors and measures compliance with procedures 
and takes action when processes appear not to be working 
effectively. Processes are under constant improvement and provide 
good practice. Automation and tools are used in a limited or 
fragmented way.

5 Optimized Processes have been refined to a level of good practice, based on 
the results of continuous improvement and maturity modeling with 
other enterprises. IT is used in an integrated way to automate the 
workflow, providing tools to improve quality and effectiveness, and 
making the enterprise quick to adapt.

Table B-1 Example Process Maturity Model
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There are two main types of controls: general controls and application controls. 

General controls support the functioning of the application controls—both are needed 
for complete and accurate information processing. General controls apply to all sys-
tems and the computing environment, while application controls handle application 
processing. 

Some examples of IT general controls:

• Access controls

• Change management

• Security controls

• Incident management

• Software development life cycle (SDLC)

• Source code and versioning controls

• Disaster recovery and business continuity plans

• Monitoring and logging

• Event management

Examples of application controls include:

• Authentication

• Authorization

• Change management

• Completeness checks

• Validation checks

• Input controls

• Output controls

• Problem management

• Identification/access controls

Tips for identifying and documenting controls:

• When looking at processes, one should identify control points and examine 
whether they are adequate in preventing or detecting errors and irregularities.

• Check to see if the control’s strength is commensurate with the level of risk 
the control is mitigating.

• The cost of implementing a control should not exceed the expected benefit.

• Well-designed internal controls can lead to operating efficiencies and 
sometimes reduction in costs and risks.
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• Effective controls reduce risk, increase the likelihood of value delivery, and 

improve efficiency because of fewer errors and a consistent management 
approach.

• Auditors are responsible for the independent evaluation of internal controls 
and whether they are adequate.

The Deming Cycle
Dr. W. Edward Deming developed a four-step quality control process known around 
the world as the Deming Cycle, PDSA (Plan-Do-Study-Act) or PDCA (Plan-Do-Check-
Act). The steps in the Deming Cycle are:

• Plan Establish objectives to align with desired outcomes and predict results

• Do Execute the plan in a controlled manner

• Check/Study Check the results on a regular basis and compare with 
expectations

• Act Analyze the results and take corrective actions

Many of the frameworks described in this appendix are based on this concept, 
which supports continuous quality and business process improvement. Each frame-
work will define the set of processes and how they support the different steps. For ex-
ample, in the project management frameworks, there are specific processes necessary 
for properly planning, executing, and monitoring a project. Although each of the pro-
cesses is unique, they collectively contribute to continuous quality and improvement.

Projects
As a CISA, it is likely that you will be exposed to projects. Projects are organized activi-
ties intended to bring about a new process or system, or a change to a process or system. 
Projects are generally thought of as unique, one-time, nonrepeated efforts. Examples of 
projects include:

• Design and development of a new software application

• A migration from Windows to Linux

• Development of a new accounts payable process

Most of the time, formal project management techniques will be implemented in 
conjunction with software or system acquisition and implementation processes. 

A few things to keep in mind about projects and project management:

• Projects are a means to organize activities that are not addressed within 
normal operational limits. Often, projects are used as a means to achieve an 
organization’s strategic plans.

• Project management consists of a set of processes.
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• Projects are similar to operations in that they are performed by people, 

constrained by resources, planned, executed, and controlled. 

• Operations are ongoing, while projects are temporary and unique.

• Project and operational objectives are different. Once project objectives are 
met, the project is considered complete. Operational objectives are ongoing 
and are in place to sustain business activities and goals. Once operational 
objectives are met, new ones are adopted and things keep moving forward.

• Controls exist in projects. Examples include comparing actual with planned 
budgets and time, analysis of variances, assessment of trends to effect process 
improvements, evaluation of alternatives, and recommendation of corrective 
actions.

There are frameworks to assist you, should you be responsible for planning or man-
aging a project. In addition, the information provided within these frameworks may 
help should you be responsible for auditing the software delivery life cycle or assessing 
any related project documentation.

Frameworks, Methodologies, and Guidance
Determining appropriate processes and controls can be daunting. This is where frame-
works, methodologies, and guidance can become valuable. Many internationally recognized 
organizations have already conducted the research and documented their conclusions, 
resulting in the publication of several high-quality frameworks and methodologies. 
Before re-creating the wheel, consider utilizing these existing resources as a basis for 
your process and control discussions, audits, or project planning. Many of the docu-
ments available today are quite comprehensive, and can save you a great deal of time 
and heartache. They often outline key processes and controls that can be implemented 
to meet specific business goals and objectives.

The following sections identify the most renowned and respected resources with 
regard to managing IT governance, controls, processes, and projects. The background 
and high points of each resource will be described, as well as how each may be useful 
for a CISA-certified individual.

Keep in mind that the following resources are merely structures of ideas formulated 
to solve or address complex issues, or outline possible courses of action to represent a 
preferred and reliable approach to an idea. They are not intended to be the sole source 
for your efforts.

COSO Internal Control Integrated Framework
Authored in 1992 by Coopers & Lybrand (now PricewaterhouseCoopers) for the Com-
mittee of Sponsoring Organizations of the Treadway Commission (COSO), the COSO 
Internal Control Integrated Framework is by far one of the most fundamental frame-
works available to an IS auditor. The framework defines internal controls and provides 
guidance for assessing and improving internal control systems. The term “internal con-
trols” stems from senior management’s need to “control” and be “in control.”
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Formed in 1985, COSO is a private-sector group in the United States sponsored by 

the American Institute of Certified Public Accountants (AICPA), American Accounting 
Association (AAA), Financial Executives International (FEI), The Institute of Internal 
Auditors (IIA), and The Institute of Management Accountants (IMA).

It is highly recommended that those who are CISA-certified take the time to be-
come familiar with this framework. It is the basis of internal control descriptions and is 
fundamental to successfully understanding, assessing, and making improvements to an 
internal control environment.

Highlights
The COSO framework is composed of four volumes, the framework volume being the 
most widely used, which contains these sections:

• Executive summary

• Framework

• Reporting to external parties

• Evaluation tools

The framework focuses on one main concept and five interrelated internal control 
components. This concept and components comprise what many call the COSO “pyra-
mid” (Figure B-2) and the COSO “cube” (Figure B-3). 

The COSO pyramid consists of four elements:

• Monitoring At the top of the pyramid

• Control environment At the base of the pyramid

• Risk assessment and control Stacked in the middle of the pyramid

• Information and communication On the edges

The COSO cube consists of three dimensions:

• Objectives

• Components

• Business units/areas

Figure B-2 
The COSO pyramid
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The main concept of the COSO framework is that internal control is a process, af-
fected by people, designed to provide reasonable assurance that the entity is meeting 
its objectives. 

• Process A process is not one event, but a series of activities that are 
integrated in an organization. 

• Affected by people People across the organization establish objectives and 
ensure that controls are in place. At the same time, internal controls affect 
people’s actions.

• Reasonable assurance Internal control can only provide reasonable, not 
absolute, assurance that the organization is meeting its objectives. This is 
due to limitations such as human judgment and error, potential for controls 
to be circumvented through collusion, or controls being overridden by 
management.

• Objectives Internal control helps organizations meet the following 
objectives, all of which are separate but may overlap:

• Effectiveness and efficiency of operations: Performance, profitability goals, 
safeguarding assets

• Reliability of financial reporting: Prepare reliable financial reports while 
preventing financial misstatements

• Compliance with applicable laws and regulations

In addition, the framework describes the five interrelated components of internal 
control: control environment, risk assessment, control activities, information and com-
munication, and monitoring.

• Control environment This is the foundation of how the business operates, 
where individuals know that they are to conduct activities and carry out 
control responsibilities. A solid control environment is exhibited by integrity 
and ethical values, commitment to competence, dedicated board and audit 
committees, management’s philosophy and operating style, the organizational 

Figure B-3 
The COSO cube 
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structure, assignment of authority and responsibility, and human resources 
policies and practices.

• Risk assessment The organization should establish mechanisms to identify, 
assess, and manage the risks to objectives. This component is evident through 
the establishment of entity-wide and activity-level objectives, risks identified, 
and how well the organization manages change.

• Control activities Control policies and procedures are in place to ensure 
that the actions and controls needed to ensure objectives are met and that 
mitigating activities are carried out. Examples of control activities include 
approvals, authorizations, security of assets, segregation of duties, top-level 
reviews, information processing, physical controls, and performance indicators. 
Success in this area is when control activities are linked to meeting objectives 
and are deemed necessary in order to mitigate risks in meeting the objectives.

• Information and communication Information pertaining to control activities 
should flow through the organization. This enables management to know if 
its objectives are being met, and should be in a form and timeframe to ensure 
that people can carry out responses. Information and communication can 
be considered successful when they are flowing up to management and 
down to employees in sufficient detail and in a timely manner, established 
communication channels exist internally and with external parties, and 
management is open and receptive to suggestions.

• Monitoring The process should be monitored and modified as necessary 
through ongoing monitoring activities, separate evaluations, or a combination 
of both. Control deficiencies should be reported upstream, with important 
issues being communicated to the board or senior management. Management 
needs information in order to ensure that the internal control system is 
effective, whether new risks have developed, and determine if internal controls 
are still relevant. Monitoring is considered successful when it is ongoing and 
built into operations, separate evaluations are conducted, and deficiencies are 
reported on an open and timely basis. 

When is an internal control system effective? When you’ve assessed and concluded 
that the five components are functioning successfully and the organization’s objectives 
are being met: 

• The board of directors and management understand operational objectives 
and that they are being achieved.

• Financial reporting is prepared reliably.

• Laws and regulations are being complied with.

Making Sense of the COSO “Cube” and the COSO “Pyramid”
Each organization has three main types of objectives that span across all divisions and 
groups. In order to ensure that these objectives are met, the five interrelated internal 
control components must be in place. There must be a solid control environment, with 
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risk assessments to confirm that adequate control activities are in place to mitigate risk 
and that risks to objectives are properly managed. In addition, information regarding 
risk, activities, and deficiencies should be reported through the organization and in a 
timely manner and responded to. Evaluation and monitoring of activities to ensure 
that objectives are met should be done on a continual basis, with corrective actions be-
ing taken when necessary.

COSO Value for the CISA
COSO is the basis for the majority of all internal control discussions and process and 
control frameworks. Whether you are educating others on internal controls, as outlined 
in the Professional Code of Ethics, or evaluating or testing internal control effective-
ness, COSO provides a foundation with which the CISA should be familiar. COSO is a 
great source for definitions and explanations. Due to the enterprise basis by which 
COSO has been developed, it is highly recommended that it serve as the foundation, 
and other frameworks, such as COBIT, ISO 27001, and ITIL, build upon this knowl-
edge.

For more information on the COSO products, or for purchase, please visit www.
coso.org. 

Other COSO products include 2004 Enterprise Risk Management, and guidance for 
implementing the monitoring component of internal control systems was published in 
2009.

COBIT
The Control Objectives for Information and related Technology (COBIT) framework 
was created in 1992 by the Information Systems Audit and Control Association (ISACA) 
and the IT Governance Institute (ITGI).  In 1996, the first edition of COBIT was re-
leased to the public. Version 4.1 was released in May 2007 and is, at the time of this 
writing, the most current version available. COBIT aligns with and meets COSO inter-
nal control requirements.

COBIT was developed in order to assist companies in maximizing the benefits de-
rived through the strategic use of IT. Broad yet detailed, the COBIT framework was de-
signed for use by managers, auditors, and IT personnel, and contains IT governance 
guidance. The framework aligns IT goals with general business goals; contains a com-
prehensive list of IT processes; and links related control objectives, metrics, and roles 
and responsibilities for carrying out process activities. 

COBIT Highlights
The COBIT framework is composed of six elements, covered in multiple documents:

• Executive summary

• Governance and control framework

• Control objectives

• Management guidelines
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• Implementation guide

• IT assurance guide

The framework is complex and requires dedicated individuals to implement and 
compile the elements. It is composed of 34 processes in four domains, with 318 control 
objectives. The framework is based upon the notion of strong IT governance, stressing 
alignment to business strategy and goals.

As with many frameworks, COBIT is based on the Deming Cycle, with 34 IT pro-
cesses falling into the following four domains: 

• Planning and organization Processes in this domain are dedicated to 
ensuring that IT goals are strategically aligned with the business strategy 
and goals.

• Acquisition and implementation Processes for acquiring software, personnel, 
and external resources are covered in this domain, along with those processes 
needed to implement them.

• Delivery and support Operational managers can focus on these processes 
for delivering and supporting the resources utilized, including people, 
infrastructure, software, and third-party services.

• Monitor Processes ensure that the outcome is delivered and measured 
against initial expectations and that deviations are investigated and result 
in corrective actions.

Figure B-4 provides an overview of the COBIT framework. Note how the 34 process 
categories coincide with a cycle similar to that of the Deming Cycle.

Figure B-4 
The COBIT 
framework
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Each process is outlined in the framework and details the associated process objec-

tives, control objectives, roles and responsibilities charts, metrics, and process matu-
rity levels.

COBIT Value for the CISA
The COBIT framework is ideal for those looking for a comprehensive framework to 
outline how IT goals and processes align with business goals, what processes IT should 
consider implementing, and related control objectives.

COBIT nicely ties general business goals to IT goals with the use of a balanced 
scorecard. This allows one to see which IT processes are key in supporting specific IT 
goals and, ultimately, business goals.

For personnel who are implementing or evaluating a process, the COBIT framework 
provides an overview of general processes utilized to manage IT. Each process in COBIT 
includes key activities, control objectives, and metrics that should be in place. 

COBIT is one of the most comprehensive and widely used frameworks available, 
which equates to the development of additional research and documentation being 
available. ITG has developed an extensive line of documentation, including that which 
would be of interest to the security professional: COBIT Security Baseline and control 
mappings of ISO 27001 and NIST to COBIT. See the ISACA web site for more details on 
COBIT documentation.

GTAG
Global Technology Audit Guide (GTAG) represents a series of documents developed by 
the Institute of Internal Auditors (IIA) to help organizations with their IT control frame-
work and audit practices. The guides are developed to assist with describing the impor-
tance of IT controls as part of the internal controls environment, establishing the roles 
and responsibilities required for ensuring controls are in place and assessed, and addressing 
the risks inherent in using and managing IT. The first GTAG guide was published in 2005.

Several groups aid in the development of the guides, including an advanced tech-
nology committee and other professional organizations (i.e., ACIPA, FEI, ISSA, Sans 
Institute, and Carnegie Mellon SEI).

The GTAG guides are geared toward chief audit executives and other executives that 
need a high-level overview of the latest technology issues and how they affect the orga-
nization, the associated risks, and necessary IT controls.

GTAG Highlights 
Several GTAG guides have been published and are available through the IIA:

• GTAG-1 Information Technology Controls

• GTAG-2 Change and Patch Management Controls

• GTAG-3 Continuous Auditing

• GTAG-4 Management of IT Auditing

• GTAG-5 Managing and Auditing Privacy Risks

• GTAG-6 Managing and Auditing IT Vulnerabilities
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• GTAG-7 Information Technology Outsourcing

• GTAG-8 Auditing Application Controls

• GTAG-9 Identity and Access Management

• GTAG-10 Business Continuity Management

• GTAG-11 Developing the IT Audit Plan

GTAG Value for the CISA
Although primarily targeting the chief audit executive, IS auditors can utilize GTAG 
documents to learn more about controls and for assistance with describing IT risk and 
controls in executive terms.

GTAG can be downloaded free of charge from the IIA’s web site at www.theiia.org. 
Hard copies can also be purchased should you choose to add the publications to your 
library.

GAIT
The Guide to the Assessment of IT Risk (GAIT) was developed by the Institute of Inter-
nal Auditors to assist with IT general control risk assessment and scoping for Sarbanes-
Oxley Section 404 (SOX 404). The GAIT series provides guidance on assessing risk to 
the financial statements and key controls that could be implemented within the busi-
ness and IT, including IT general controls (IT GC) and automated controls.

GAIT Highlights
The methodology provides guidance on identifying risks and related controls needed 
to protect financially significant applications and related processes and data.

Currently, three practice guides are available:

• The GAIT Methodology—use a risk-based approach to scope IT GCs

• GAIT for IT General Controls Deficiency Assessment

• GAIT for Business and IT Risk 

GAIT does not specify key controls, but does describe the IT GC processes and con-
trol objectives that should be addressed.

It is based on four principles:

• A top-down, risk-based approach should be used to identify significant 
accounts and key controls needed to mitigate risk.

• Risks that are identified in IT GC processes are those that affect critical IT 
functionality in financially significant applications and related data.

• When assessing IT GC process risk, risks that exist within multiple IT layers 
from the database to the application and network need to be identified.

• Risks identified in IT GC processes are mitigated through the achievement of 
control objectives, not specific controls.
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GAIT Value for the CISA
If you are asked to scope and identify key IT general controls for SOX 404 compliance or 
general prevention of financial reporting misstatements, GAIT can help you determine 
which control objectives and controls are key through the use of a risk assessment.

ISF Standard of Good Practice
The Standard of Good Practice was first published in 1996 by the Information Security 
Forum (ISF). The ISF is a nonprofit organization dedicated to the development of in-
formation security good practices. Like ISACA, ISF is a paid membership organization 
with chapters throughout the world. The Standard was last updated in February 2007 
and is available at www.isfsecuritystandard.com.

ISF Highlights
The Standard of Good Practice contains guidance on security principles, control objec-
tives, and controls in the following areas: 

• Enterprise security management

• Critical business applications

• Computer installations

• Networks

• Systems development

• End-user environment

Although the document is primarily divided into these main areas, there are refer-
ence tables so that specific control areas that may be present in more than one area can 
easily be found.

Standard of Good Practice Value for the CISA
The Standard of Good Practice document can provide you with information security 
control objective statements and describes the controls that should be in place. If you 
are looking for specific controls, such as access controls or controls around firewalls or 
e-mails, a reference section can help point you to the proper section within each area.

ISO/IEC 27001 and 27002
Organizations faced with privacy and information security concerns may decide that 
they need to implement a formal information security management system (ISMS) to 
ensure that information security is managed, risks are assessed, and appropriate con-
trols are put in place to mitigate risk to information security. Published in October 
2005 by the International Organization for Standardization (ISO) and the Interna-
tional Electrotechnical Commission (IEC), and based on British Standard (BS) 7799 
Part 2, ISO/IEC 27001 is a standard that organizations can use for developing, imple-
menting, controlling, and improving an ISMS. ISO/IEC 27001 provides the general 
framework for the ISMS, while ISO/IEC 27002, formally known as ISO 17799, provides 
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a more detailed list of control objectives and recommended controls. The controls pre-
sented within the document act as a guide for those who are responsible for initiating, 
implementing, or maintaining information security management systems.

Organizations may choose to be certified as compliant with ISO/IEC 27001 by an 
accredited certification body. Similar to other ISO management system certifications, 
there is a three-stage audit process. 

In addition to the Standard of Good Practice guide, there is an entire series of ISO/
IEC 27000 documents, including a glossary, ISMS auditing guidelines for the manage-
ment system and controls, implementation guide, and guides on IT network security 
and application security, to name a few. 

ISO/IEC 27001/27002 Highlights
The concept of ISMS centers on the preservation of:

• Confidentiality Ensuring that information is accessible only to those 
authorized to have access

• Integrity Safeguarding the accuracy and completeness of information and 
processing methods

• Availability Ensuring that authorized users have access to information and 
associated assets when required

The standard contains an introductory section and a description of the risk manage-
ment framework needed around information security controls. Each organization is 
expected to perform an information security risk assessment process to determine 
which regulatory requirements must be satisfied before selecting appropriate controls. 

The 11 main domains in ISO 27001 and 27002 are: 

• Security policy

• Organization of information security 

• Asset management

• Human resources security 

• Physical and environmental security 

• Communications and operations management 

• Access control 

• Information systems acquisition, development, and maintenance 

• Information security incident management

• Business continuity management 

• Compliance

Control objectives and controls for each section are listed in the standards and 
code of practice. ISO 27001 focuses on the implementation of controls throughout the 
Deming Cycle, while ISO 27002 lists the good practice controls an organization can 
implement.  
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ISO/IEC 27001 and 27002 Value for the CISA
Those involved with implementing or assessing information security controls or the 
management of information security risk may find it helpful to look more closely into 
these standards. ISO standards documents can be purchased for a reasonable price 
from the International Standards Organization at www.iso.org.

ITIL 
In the 1980s, when the British government determined that the level of IT service qual-
ity provided to them was insufficient, it was clear that an IT control framework was 
needed. The Central Computer and Telecommunications Agency (CCTA), now the Of-
fice of Government Commerce (OGC), developed the Information Technology Infra-
structure Library (ITIL, pronounced EYE-till), which began guiding organizations on 
the efficient and financially responsible use of IT resources within public and private 
entities worldwide.

ITIL consists of a collection of books that contain guidelines for different aspects of 
good practice around IT service management (ITSM) and aligning IT services to busi-
ness needs. The subjects of the books are referred to as sets; currently there are five. The 
sets are further divided into disciplines, with each focusing on a specific subject. When 
all volumes are combined, ITIL presents a comprehensive view of proper provisioning 
and management of IT services.  

ITIL Highlights
ITIL v3 is a high-level, user-focused framework that defines a common language for IT 
service management processes. The framework describes the IT service organization 
that delivers agreed-upon services and maintains the infrastructure on which the ser-
vices are delivered. One of the critical components of ITIL is that the services and main-
tenance must be aligned and realigned according to business needs. In order to do this, 
the framework closely aligns its five volumes with the Deming Cycle.

• Service Strategy Focuses on determining potential market opportunities 
with regard to delivering IT services, with sections dedicated 
to service portfolio management and financial management.

• Service Design Determines how to design proposed services with adequate 
processes and resources to support them. Availability management, capacity 
management, continuity management, and security management are key areas 
of service design.

• Service Transition Describes the implementation of the design and 
creation or modification of the IT services. Key areas identified are change 
management, release management, configuration management, and service 
knowledge management.

• Service Operation Provides guidance on the activities needed to operate IT 
services and maintain them according to service-level agreements. This volume 
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focuses on the key areas of incident management, problem management, 
event management, and request fulfillment.  

• Continual Service Improvement Focuses on how to ensure that the IT 
services delivered to the business are continually improved through service 
reporting, service measurement, and service-level management.

In summary, ITIL outlines the general IT processes needed to manage IT; the re-
sources, outputs, and inputs utilized; and the controls that must be implemented to 
ensure business goals are met (i.e., policies, budgets).

ITIL Value for the CISA
Whether documenting, implementing, or assessing processes, the IS auditor can utilize 
the volumes for additional information on specific IT processes, such as change man-
agement or incident management. The framework outlines recommended controls to 
ensure that IT services are delivered as promised.

The volumes of ITIL v3 can be purchased online from the OGC at www.ogc.gov.uk.

PMBOK
A Guide to the Project Management Body of Knowledge (PMBOK) is a guide on project 
management fundamentals and practices. The guide is published by the Project Man-
agement Institute (PMI). It began as a white paper in 1987 and was published as a 
guide in 1996. The fourth edition was released in December 2008.

Not only is PMBOK a guide, it is an internationally recognized standard. Those with 
an interest in obtaining certification in this area may want to look into becoming certi-
fied as a Project Management Professional (PMP) through the PMI.

PMBOK Highlights
The PMBOK Guide describes the many processes that are often used in managing proj-
ects. It consists of three main sections:

• Section 1: The Project Management Framework Describes key terms and 
provides an overview of the basic structure of project management, including 
the project life cycle.

• Section 2: The Standard for Project Management of a Project Describes 
the 44 processes that are used by project teams. These processes fall into five 
groups, which are consistent with the plan-do-check-act activities as seen in 
the Deming Cycle:

• Initiating process group Defines the project/phase and gathers 
authorization.

• Planning process group Defines objectives and course of actions 
required to meet objectives and scope
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• Executing process group The processes in this group correspond to 

carrying out the project management plan

• Monitoring and controlling process group Regularly monitor progress 
and identify variances from the plan; take corrective actions

• Closing process group Concludes that all objectives are met and the 
service, product, or result is accepted by the customer/sponsor. End of 
the project.

• Section 3: The Project Management Knowledge Areas Outlines the nine 
knowledge areas that are needed for an effective project management program 
and the processes involved, as well as inputs, outputs, tools, and techniques 
for each. Each process belongs to a process group and is associated with a 
knowledge area. This section represents the bulk of the guide and details how 
the 44 processes interrelate. The nine knowledge areas are: 

• Project integration management

• Project scope management

• Project time management

• Project cost management

• Project quality management

• Project human resource management

• Project communications management

• Project risk management

• Project procurement management

PMBOK Value for the CISA
As an IS auditor, you may be asked to take a closer look at the process for introducing 
new applications or systems to your organization. Many times, new applications and 
systems are delivered via a system/software/solution delivery life cycle and coupled 
with project management. Solutions are scoped and assessed, projects ensue, and there 
is a great deal of activity and documentation throughout the process. Project manage-
ment methodologies and frameworks can help one make sense of this madness.

In addition, project management skills can be valuable for an IS auditor. Being well 
versed in project management can help ensure that your IS audit work remains in scope 
and on budget and that you are planning your time adequately. For example, you will 
want to ensure that you are giving yourself enough time for audit planning, documen-
tation, and taking into account complex interview schedules.

PMBOK can be purchased from booksellers worldwide or from www.pmi.org.
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PRINCE2
PRojects IN Controlled Environments (PRINCE) is a structured project management 
standard covering project management fundamentals. The original standard was devel-
oped in 1989 by the UK’s Office of Government Commerce (OGC) specifically for IT 
project management. In 1996, PRINCE2 was released, the focus reaching beyond IT to 
general project management. In addition to becoming the de facto standard for project 
management in the UK, the standard has been adopted by organizations worldwide. As 
with ITIL, an individual may pass an exam to become accredited.

PRINCE2 Highlights
PRINCE2 consists of one main manual: Managing Successful Projects with PRINCE2. It is 
similar to PMBOK in that it consists of processes and components, but is different in 
that it fully describes the methodology and implementation techniques. The main con-
cept behind PRINCE2 is that projects should have an organized and controlled start, 
middle, and end. Although it is not as comprehensive as PMBOK, PRINCE2 supple-
ments general project management knowledge by specifically describing how to man-
age projects in a controlled and organized manner.

PRINCE2 is a process-driven framework and integrates well with other processes 
and practices, such as Agile Scrum. The framework details 45 processes categorized in 
eight process groups. The process groups lead one through the project life cycle, similar 
to the Deming Cycle:

• Starting up a project

• Planning

• Initiating a project

• Directing a project 

• Controlling a stage

• Managing product delivery

• Managing stage boundaries

• Closing a project

Key inputs, outputs, goals, and activities are defined for each process. In addition, a 
maturity model is available to measure project management capability maturity. An-
other bonus is that the entire framework can be tailored for each project, as every pro-
cess has guidance on how to scale it for small or large projects. This results in a flexible, 
scalable, and fully described framework.
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Similar to PMBOK knowledge areas, PRINCE2 details eight “components” that are 

deemed critical for project success:

• Business case

• Organization

• Plans

• Controls

• Management of risk

• Quality in a project environment

• Configuration management

• Change control

PRINCE2 offers three different techniques for managing projects:

• Product-based planning

• Quality review

• Change control

PRINCE2 Value for the CISA
An IS auditor may be asked to take a closer look at the process for introducing new ap-
plications or systems to your organization, including the software/system/solution de-
livery cycle and associated project management methodology and documentation. In 
addition, project management skills can be valuable for an IS auditor. 

Similar to PMBOK, PRINCE2 will provide you with general guidance on project 
management processes and controls. PRINCE2 is complementary to PMBOK in that it 
helps shape and direct the use of PMBOK through the introduction of certain tech-
niques. PMBOK will lay a more comprehensive foundation, whereas PRINCE2 will 
help describe how to start managing projects and put the pieces together. 

Summary of Frameworks
Table B-2 contains a summary of the frameworks discussed in this appendix. The table 
indicates whether the framework is available for a fee, the primary focus of the frame-
work, and best uses for the framework.

Pointers for Successful Use of Frameworks

• Take time to learn the fundamentals of governance, controls, and processes. 
Become familiar with COSO, COBIT, and fundamental GTAG documents.

• Not one single framework is the “right” framework.

• There has been a great deal of research on governance, controls, and 
frameworks. Start here—don’t reinvent the wheel.

• Use frameworks for guidance and tailor them to your unique organization.
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Title Summary Free Online/
Hard-Copy 
Cost

Primary Focus Best Use

DemCyc MatMod Proc ContObj Cont Gov

COSO 
Internal 
Control 
Integrated 
Framework

Provides general 
overview of 
enterprise internal 
control

NO/$ X X X To get an overview of 
what internal controls are. 
Foundational.
Can use Evaluation Tools 
volume to assist with risk, 
controls, and objectives.

COBIT v4.1 Provides detailed 
framework of IT 
processes and 
controls

YES/$ X X X X X X Details on processes, RACI, 
CO, and audit foundation. Links 
all other frameworks to it; 
most comprehensive/detailed.  
Audit and implementation.

GAIT IIA – Assess scope 
of IT general 
controls

NO/$S X X Determine/assess risk and 
scope and IT general controls.
Assist with SOX 404 planning

GTAG High-level 
overview of IT 
audit and controls

YES/$ X Foundational: provides 
overviews of IT controls in 
business terminology

ISF Overview of 
information 
security controls/
domains

YES/$$ X X Implementing information 
security controls.

ISO 27001 Overview of 
information 
security controls/
domains

NO/$ X X X Overview, details on IS CO/act.
Use for audit and 
implementation of information 
security controls

ITGI 
Boardroom 
Briefing

Overview of IT 
governance

YES/$ X X Overview of the five main 
components of IT governance. 

ITIL Service delivery 
standards

NO/$$ X X Overview. Use for guidance 
in improving service delivery 
processes.

PMBOK Enterprise project 
management

NO/$ X X Provide thorough guidance on 
managing projects: what to do.

PRINCE2 IT project 
management

NO/$$ X X X Guidance on managing 
projects: how to do it.

$ denotes materials that can be purchased for <$75US
$$ denotes materials that can be purchased directly or through membership > $75US

Table B-2 Summary of Frameworks

A
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Summary
• Goals and objectives define what the organization is trying to achieve.

• Governance is what organizations put in place to identify and ensure 
achievement of goals, objectives, and strategies.

• A process is a set of activities that is put in place to maximize effectiveness 
and efficiency of operations. Organizations can manage operations through 
processes.

• Maturity models are often used to measure the maturity of process 
capabilities.

• The Deming Cycle focuses on continuous improvement through the 
implementation of a range of processes that address planning, execution, 
monitoring, and taking corrective actions.

• Control objectives are developed to ensure that business objectives are 
achieved.

• Control activities support control objectives and can be implemented within 
processes.

• Projects are temporary, unique, and have specific objectives and controls 
implemented. 

In this appendix, we focused on processes and internal controls, and learned about 
the various frameworks, methodologies, and guides available as resources. Now that we 
have examined the available resources, it’s time to put all of this to use. For an overview 
of conducting professional audits, see Appendix A.
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APPENDIX CAbout the CD

The CD-ROM included with this book comes complete with MasterExam and the elec-
tronic version of the book. The software is easy to install on any Windows 2000/XP/
Vista computer and must be installed to access the MasterExam feature. You may, how-
ever, browse the electronic book directly from the CD without installation. To register 
for the bonus MasterExam, simply click the Bonus MasterExam link on the main launch 
page and follow the directions to the free online registration.

System Requirements
Software requires Windows 2000 or higher and Internet Explorer 6.0 or above and 20 MB 
of hard disk space for full installation. The electronic book requires Adobe Acrobat 
Reader. 

Installing and Running MasterExam
If your computer CD-ROM drive is configured to auto run, the CD-ROM will auto-
matically start up upon inserting the disk. From the opening screen you may install 
MasterExam by clicking the MasterExam link. This will begin the installation process 
and create a program group named LearnKey. To run MasterExam use Start | All Pro-
grams | LearnKey | MasterExam. If the auto run feature did not launch your CD, browse 
to the CD and click on the LaunchTraining.exe icon.

MasterExam
MasterExam provides you with a simulation of the actual exam. The number of ques-
tions, the type of questions, and the time allowed are intended to be an accurate repre-
sentation of the exam environment. You have the option to take an open book exam, 
including hints, references, and answers, a closed book exam, or the timed MasterExam 
simulation. 

When you launch MasterExam, a digital clock display will appear in the bottom 
right-hand corner of your screen. The clock will continue to count down to zero unless 
you choose to end the exam before the time expires.
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Electronic Book
The entire contents of the Study Guide are provided in PDF. Adobe’s Acrobat Reader for 
Windows has been included on the CD. Mac and Linux users will find the book in the 
Adobe folder.

Help
A help file is provided through the help button on the main page in the lower left-hand 
corner. An individual help feature is also available through MasterExam.

Removing Installation(s)
MasterExam is installed to your hard drive. For best results removing programs, use the 
Start | All Programs | LearnKey| Uninstall option to remove MasterExam.

Technical Support
For questions regarding the content of the electronic book or MasterExam, please visit 
www.mhprofessional.com or email customer.service@mcgraw-hill.com. For customers 
outside the 50 United States, email international_cs@mcgraw-hill.com.

LearnKey Technical Support
For technical problems with the software (installation, operation, removing installa-
tions), please visit www.learnkey.com, email techsupport@learnkey.com, or call toll 
free at 1-800-482-8244.
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GLOSSARY

802.11 The wireless network standard commonly known as “Wi-Fi” that can trans-
port data up to 108 Mbit/sec up to a distance of 300 m.

access bypass Any attempt by an intruder to bypass access controls in order to gain 
entry into a system.

access control Any means that detects or prevents unauthorized access and that per-
mits authorized access.

access control list (ACL)  An access control method where a list of permitted or de-
nied users (or systems, or services, as the case may be) is used to control access.

access control log A record of attempted accesses.

access management A formal business process that is used to control access to net-
works and information systems.

access point A device that provides communication services using the 802.11 (Wi-Fi) 
protocol standard.

access review A review of the users, systems, or other subjects that are permitted to 
access protected objects. The purpose of a review is to ensure that all subjects should 
still be authorized to have access.

account lockout An administrative lock that is placed on a user account when a pre-
determined event occurs, such as reaching an expiration date, or when there have been 
several unsuccessful attempts to use the user account.

Address Resolution Protocol (ARP)  A standard network protocol used to obtain the 
address for another station on a local area network.

administrative audit An audit of operational efficiency.

administrative control Controls in the form of policies, processes, procedures, and 
standards.

agile development Software development process where a large project team is bro-
ken up into smaller teams, and project deliverables are broken up into smaller pieces, 
each of which can be attained in a few weeks.
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algorithm In cryptography, a specific mathematical formula that is used to perform 
encryption, decryption, message digests, and digital signatures.

annualized loss expectancy (ALE)  The expected loss of asset value due to threat re-
alization. ALE is defined as SLE × ARO.

annualized rate of occurrence (ARO)  An estimate of the number of times that a 
threat will occur every year.

anti-malware See antivirus software.

antivirus software Software that is designed to detect and remove viruses and other 
forms of malware.

AppleTalk The suite of protocols used to transmit packets from one station to an-
other over a network.

application Layer 7 of the OSI network model. See also OSI network model.

application Layer 4 of the TCP/IP network model. The purpose of the application 
layer is the delivery of messages from one process to another on the same network or 
on different networks. See also TCP/IP network model.

application programming language See programming language.

application server A server that runs application software.

architecture standard A standard that defines technology architecture at the data-
base, system, or network level.

arithmetic logic unit (ALU)  The part of a central processing unit that performs arith-
metic computations. See central processing unit.

asset inventory The process of confirming the existence, location, and condition of 
assets; also, the results of such a process.

assets The collection of property that is owned by an organization.

asymmetric encryption A method for encryption, decryption, and digital signatures 
that uses pairs of encryption keys, consisting of a public key and a private key.

asynchronous replication A type of replication where writing data to the remote 
storage system is not kept in sync with updates on the local storage system. Instead, 
there may be a time lag, and there is no guarantee that data on the remote system is 
identical to that on the local storage system. See also replication.

Asynchronous Transfer Mode (ATM)  A LAN and WAN protocol standard for send-
ing messages in the form of cells over networks. On an ATM network, all messages are 
transmitted in synchronization with a network-based time clock. A station that wishes 
to send a message to another station must wait for the time clock.

atomicity The characteristic of a complex transaction, whereby it is either performed 
completely as a single unit or not at all.
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attribute sampling A sampling technique used to study the characteristics of a popu-
lation to determine how many samples possess a specific characteristic. See also sam-
pling.

audit charter A written document that defines the mission and goals of the audit 
program as well as roles and responsibilities.

audit logging A feature in an application, operating system, or database management 
system where events are recorded in a separate log.

audit methodology A set of audit procedures that are used to accomplish a set of 
audit objectives.

audit objective The purpose or goals of an audit. Generally, the objective of an audit 
is to determine if controls exist and are effective in some specific aspect of business 
operations in an organization.

audit procedures The step-by-step instructions and checklists required to perform 
specific audit activities. Procedures may include a list of people to interview and ques-
tions to ask them, evidence to request, audit tools to use, sampling rates, where and 
how evidence will be archived, and how evidence will be evaluated.

audit program The plan for conducting audits over a long period.

audit report The final, written product of an audit. An audit report will include a 
description of the purpose, scope, and type of audit performed; persons interviewed; 
evidence collected; rates and methods of sampling; and findings on the existence and 
effectiveness of each control.

audit scope The process, procedures, systems, and applications that are the subject of 
an audit.

authentication The process of asserting one’s identity and providing proof of that 
identity. Typically, authentication requires a user ID (the assertion) and a password (the 
proof). However, authentication can also require stronger means of proof, such as a 
digital certificate, token, smart card, or biometric.

authorization The process whereby a system determines what rights and privileges a 
user has.

automatic control A control that is enacted through some automatic mechanism that 
requires little or no human intervention.

availability management The IT function that consists of activities concerned with 
the availability of IT applications and services. See also IT service management.

back door A section of code that permits someone to bypass access controls and ac-
cess data or functions. Back doors are commonly placed in programs during develop-
ment but are removed before programming is complete. 
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background check The process of verifying an employment candidate’s employment 
history, education records, professional licenses and certifications, criminal back-
ground, and financial background.

background verification An investigation into a person’s background for the purpose 
of verifying job history, education, professional credentials, references, military service, 
financial history, and criminal history.

backup The process of copying important data to another media device in the event 
of a hardware failure, error, or software bug that causes damage to data.

balanced scorecard A management tool that is used to measure the performance and 
effectiveness of an organization.

barbed wire Coiled or straight wire with sharp barbs that may be placed along the 
top of a fence or wall to prevent or deter passage by unauthorized personnel.

benchmark The practice of measuring a process in order to compare its performance 
and quality with the same process as performed by another firm. The purpose is to 
discover opportunities for improvement that may result in lower cost, fewer resources, 
and higher quality.

biometrics Any use of a machine-readable characteristic of a user’s body that unique-
ly identifies the user. Biometrics can be used for strong authentication. Types of bio-
metrics include voice recognition, fingerprint, hand scan, palm vein scan, iris scan, 
retina scan, facial scan, and handwriting.  See also authentication, strong authentication.

blackmail An attempt to extort money from an individual or organization through a 
threat of exposure.

blackout A complete loss of electric power for more than a few seconds.

blade computer A type of computer architecture where a main chassis equipped with 
a power supply, cooling, network, and console connectors contains several slots that 
are fitted with individual computer modules that are called blades. Each blade is an 
independent computer system.

block cipher This is an encryption algorithm that operates on blocks of data.

Bluetooth A short-range airlink standard for data communications between periph-
erals and low-power consumption devices.

bollard A barrier that prevents the entry of vehicles into protected areas.

Border Gateway Protocol (BGP)  A TCP/IP routing protocol that is used to transmit 
network routing information from one network router to another in order to determine 
the most efficient path through a large network.

bot A type of malware in which agents are implanted by other forms of malware and 
which are programmed to obey remotely issued instructions. See also bot army.

bot army A collection of bots that are under the control of an individual. See also bot.
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bridge An Ethernet network device that is used to interconnect two or more Ethernet 
networks.

broadcast address The highest numeric IP address in an IP subnet. When a packet is 
sent to the network’s broadcast address, all active stations on the network will receive it.

brownout A sustained drop in voltage that can last from several seconds to several 
hours.

budget A plan for allocating resources over a certain period.

bug sweeping The practice of electronically searching for covert listening devices.

bus A component in a computer that provides the means for the different compo-
nents of the computer to communicate with each other.

bus topology A network topology where each station is connected to a central cable.

business case An explanation of the expected benefits to the business that will be 
realized as a result of a program or project.

business continuity planning (BCP)  The activities required to ensure the continua-
tion of critical business processes.

business functional requirements Formal statements that describe required busi-
ness functions that a system must support.

business impact analysis (BIA)  A study that is used to identify the impact that dif-
ferent disaster scenarios will have on ongoing business operations.

business realization The result of strategic planning, process development, and sys-
tems development, which all contribute towards a launch of business operations to 
reach a set of business objectives.

business recovery plan The activities required to recover and resume critical business 
processes and activities. See also response document.

call tree A method for ensuring the timely notification of key personnel, such as after 
a disaster.

campus area network (CAN)  The interconnection of LANs for an organization that 
has buildings in close proximity.

capability maturity model A model that is used to measure the relative maturity of 
an organization or of its processes.

Capability Maturity Model Integration (CMMI)  A maturity model that represents 
the aggregation of other maturity models.

capacity management The IT function that consists of activities that confirm there is 
sufficient capacity in IT systems and IT processes to meet service needs. Primarily, an IT 
system or process has sufficient capacity if its performance falls within acceptable range, 
as specified in service-level agreements (SLA). See also IT service management, service-
level agreement.
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Category 3 A twisted-pair cabling standard that is capable of transporting 10MB Eth-
ernet up to 100 m (328 ft). See also twisted-pair cable.

Category 5 A twisted-pair cabling standard that is capable of transporting 10MB, 
100MB, and 1000MB (1GB) Ethernet up to 100 m (328 ft). See also twisted-pair cable.

Category 6 A twisted-pair cabling standard that is capable of transporting 10MB, 
100MB, and 1000MB (1GB) Ethernet up to 100 m (328 ft). Category 6 has the same 
transport capability as Category 5, but has better noise resistance. See also twisted-pair 
cable.

Category 7 A twisted-pair cabling standard that is capable of transporting 10GB Eth-
ernet over 100 m (328 ft). See also twisted-pair cable.

central processing unit (CPU) The main hardware component of a computer that 
executes program instructions.

certificate authority (CA)  A trusted party that stores digital certificates and public 
encryption keys.

certificate revocation list (CRL)  An electronic list of digital certificates that have 
been revoked prior to their expiration date.

certification practice statement (CPS)  A published statement that describes the 
practices used by the CA to issue and manage digital certificates.

chain of custody Documentation that shows the acquisition, storage, control, and 
analysis of evidence. The chain of custody may be needed if the evidence is to be used 
in a legal proceeding.

change control See change management.

change management The IT function that is used to control changes made to an IT 
environment. See also IT service management.

change request A formal request for a change to be made in an environment. See also 
change management.

change review A formal review of a requested change. See also change request, change 
management.

cipher lock An electronic or mechanical door equipped with combination locks. 
Only persons who know the combination may unlock the door.

ciphertext A message, file, or stream of data that has been transformed by an encryp-
tion algorithm and rendered unreadable.

CISC (Complex Instruction Set Computer) A central processing unit design that 
uses a comprehensive instruction set. See also central processing unit.

class The characteristics of an object, including its attributes, properties, fields, and 
the methods it can perform. See also object, method.
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class library A repository where classes are stored. See also class.

classful network A TCP/IP network whose addressing fits into one of the classes of 
networks: Class A, Class B, or Class C. A classful network will have a predetermined 
address range and subnet mask.

classless network A TCP/IP network whose addressing does not fit the classful net-
work scheme, but instead uses an arbitrary subnet mask, as determined by the network’s 
physical and logical design.

client-server application An application design where the database and some busi-
ness logic is stored on a central server and where some business logic plus display logic 
is stored on each user’s workstation.

cloud computing A technique of providing a dynamically scalable and usually virtu-
alized computing resource as a service.

cluster A tightly coupled collection of computers that are used to solve a common 
task. In a cluster, one or more servers actively perform tasks, while zero or more com-
puters may be in a “standby” state, ready to assume active duty should the need arise.

coaxial A type of network cable that consists of a solid inner conductor surrounded 
by an insulating jacket, which is surrounded by a metallic shield, which in turn is sur-
rounded by a plastic jacket.

code division multiple access (CDMA) An airlink standard for wireless communica-
tions between mobile devices and base stations.

code division multiple access 2000 (CDMA2000) An airlink standard for wireless 
communications between mobile devices and base stations.

codec A device or program that encodes or decodes a data stream.

cold site An alternate processing center where the degree of readiness for recovery 
systems is low. At the very least, a cold site is nothing more than an empty rack, or just 
allocated space on a computer room floor.

compensating control A control that is implemented because another control can-
not be implemented or is ineffective.

compliance audit An audit to determine the level and degree of compliance to a law, 
regulation, standard, contract provision, or internal control.

compliance testing A type of testing that is used to determine if control procedures 
have been properly designed and implemented, and are operating properly.

component-based development A software development life-cycle process where 
various components of a larger system are developed separately.

computer-aided software engineering (CASE)  A broad variety of tools that are used 
to automate various aspects of application software development.
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computer-assisted audit technique (CAAT)  Any technique where computers are 
used to automate or simplify the audit process.

computer trespass Unlawful entry into a computer or application.

confidence coefficient The probability that a sample selected actually represents the 
entire population. This is usually expressed as a percentage.

configuration management The IT function where the configuration of components 
in an IT environment is independently recorded. Configuration management is usually 
supported by the use of automated tools used to inventory and control system configu-
rations. See also IT service management.

configuration management database (CMDB)  A repository for every component in 
an environment that contains information on every configuration change made on 
those components.

configuration standard A standard that defines the detailed configurations that are 
used in servers, workstations, operating systems, database management systems, appli-
cations, network devices, and other systems.

conspiracy A plan by two or more persons to commit an illegal act.

constructive cost model (COCOMO) A method for estimating software develop-
ment projects based on the number of lines of code and its complexity.

contact list A list of key personnel and various methods used to contact them. See 
also response document.

continuity of operations plan (COOP)  The activities required to continue critical 
and strategic business functions at an alternate site. See also response document.

continuous and intermittent simulation (CIS)  A continuous auditing technique 
where flagged transactions are processed in a parallel simulation and the results com-
pared to production processing results.

continuous auditing An auditing technique where sampling and testing are auto-
mated and occur continuously.

contract A binding legal agreement between two parties that may be enforceable in a 
court of law.

control Policies, processes, and procedures that are created to achieve desired events 
or to avoid unwanted events.

control failure The result of an audit of a control where the control is determined to 
be ineffective.

control objective A foundational statement that describes desired states or outcomes 
from business operations.
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Control Objectives for Information and related Technology (COBIT)  A control 
framework for managing information systems and security. COBIT is published by 
ISACA.

control risk The risk that a material error exists that will not be prevented or detected 
by the organization’s control framework.

control self-assessment (CSA) A methodology used by an organization to review key 
business objectives, risks, and controls. Control self-assessment is a self-regulation ac-
tivity.

corrective action An action that is initiated to correct an undesired condition.

corrective control A control that is used after an unwanted event has occurred.

corroboration An audit technique where an IS auditor interviews additional person-
nel to confirm the validity of evidence obtained from others who were interviewed 
previously.

countermeasure Any activity or mechanism that is designed to reduce risk.

crash gate Hard barriers that lift into position, preventing the entry (or exit) of unau-
thorized vehicles, and that can be lowered to permit authorized vehicles.

critical path methodology (CPM)  A technique that is used to identify the most crit-
ical path in a project to understand which tasks are most likely to affect the project 
schedule.

criticality analysis (CA) A study of each system and process, a consideration of the 
impact on the organization if it is incapacitated, the likelihood of incapacitation, and 
the estimated cost of mitigating the risk or impact of incapacitation.

crossover error rate The point at which the false reject rate (FRR) equals the false ac-
cept rate (FAR). This is the ideal point for a well-tuned biometric system. See also bio-
metrics, false reject rate, and false accept rate.

cryptanalysis An attack on a cryptosystem where the attacker is attempting to deter-
mine the encryption key that is used to encrypt messages.

custodian A person or group delegated to operate or maintain an asset.

customer relationship management (CRM) An IS application that is used to track 
the details of the relationships with each of an organization’s customers.

customization A unique change that is made to a computer program or system.

cutover The step in the software development life cycle where an old replaced system 
is shut down and a new replacement system is started.

cutover test An actual test of disaster recovery and/or business continuity response 
plans. The purpose of a parallel test is to evaluate the ability of personnel to follow directives 
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in emergency response plans—to actually set up the DR business processing or data 
processing capability. In a cutover test, personnel shut down production systems and 
operate recovery systems to assume actual business workload. See also disaster recovery plan.

cyclical redundancy check (CRC) A hash function used to create a checksum that is 
used to detect errors in network transmissions. The Ethernet standard uses a CRC to 
detect errors.

damage assessment The process of examining assets after a disaster to determine the 
extent of damage.

data acquisition The act of obtaining data for later use in a forensic investigation.

data file controls Controls that ensure the security and integrity of data files and their 
contents.

data flow architecture The part of network architecture that is closely related to ap-
plication and data architecture.  See also data flow diagram.

data flow diagram A diagram that illustrates the flow of data within and between 
systems.

data link Layer 2 of the OSI network model. See also OSI network model.

data management utility A type of utility software used to manipulate, list, trans-
form, query, compare, encrypt, decrypt, import, or export data. See also utility software.

data-oriented system development (DOSD) A software development life-cycle pro-
cess that starts with a design of data and interfaces to databases and then moves on to 
program design.

data restore The process of copying data from backup media to a target system for the 
purpose of restoring lost or damaged data.

database management system (DBMS) A software program that facilitates the stor-
age and retrieval of potentially large amounts of structured or unstructured informa-
tion.

database server A server that contains one or more databases.

debugging The activity of searching for the cause of malfunctions in programs or 
systems.

decryption The process of transforming ciphertext into plaintext so that a recipient 
can read it.

default gateway A station on a network (usually a router) that is used to forward mes-
sages to stations on distant networks.

default password A password associated with a user account or system account that 
retains its factory default setting.
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deluge A fire sprinkler system that has dry pipes, and all of the sprinkler heads are 
open. When the system is operated (for instance, when an alarm is triggered), water 
flows into the pipes and out of all of the sprinkler heads. See also fire sprinkler system.

denial of service (DoS) An attack on a computer or network with the intention of 
causing disruption or malfunction of the target.

desktop computer A computer used by an individual end user and located at the 
user’s workspace.

detection risk The risk that an IS auditor will overlook errors or exceptions during an 
audit.

detective control A control that is used to detect events.

deterrent control A control that is designed to deter people from performing un-
wanted activities.

development The process where software code is created.

Diffie-Hellman A popular key exchange algorithm. See also key exchange.

digital certificate An electronic document that contains an identity that is signed 
with the public key of a certificate authority (CA).

digital envelope A method that uses two layers of encryption. A symmetric key is 
used to encrypt a message; then a public or private key is used to encrypt the symmet-
ric key.

digital private branch exchange (DPBX) A private branch exchange (PBX) that sup-
ports digital technologies such as Voice over IP (VoIP) and Session Initiation Protocol 
(SIP). See also private branch exchange (PBX), Voice over IP (VoIP), Session Initiation Pro-
tocol (SIP).

digital signature The result of encrypting the hash of a message with the originator’s 
private encryption key, used to prove the authenticity and integrity of a message.

digital subscriber line (DSL) A common carrier standard for transporting data from 
the Internet to homes and businesses.

directory A structure in a file system that is used to store files and, optionally, other 
directories. See also file system.

disaster An unexpected and unplanned event that results in the disruption of busi-
ness operations.

disaster declaration criteria The conditions that must be present to declare a disaster, 
triggering response and recovery operations.

disaster declaration procedure Instructions to determine whether to declare a disas-
ter and trigger response and recovery operations. See also disaster declaration criteria.
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disaster recovery and business continuity requirements Formal statements that de-
scribe required recoverability and continuity characteristics that a system must support.

disaster recovery plan The activities required to restore critical IT systems and other 
critical assets, whether in alternate or primary locations. See also response document.

disaster recovery planning (DRP) Activities related to the assessment, salvage, repair, 
and restoration of facilities and assets.

discovery sampling A sampling technique where at least one exception is sought in a 
population. See also sampling.

discretionary access control (DAC) An access model where the owner of an object is 
able to determine how and by whom the object may be accessed. The discretion of the 
owner determines permitted accesses by subjects.

disk array A chassis in which several hard disks can be installed and connected to a 
server. The individual disk drives can be “hot swapped” in the chassis while the array is 
still operating.

disk management system (DMS) An information system that is used to manage disk 
media, usually for the purpose of performing information backup. See also backup.

distributed denial of service (DDoS) A denial of service (DoS) attack that originates 
from many computers. See also denial of service (DoS).

document review A review of some or all disaster recovery and business continuity 
plans, procedures, and other documentation. Individuals typically review these docu-
ments on their own, at their own pace, but within whatever time constraints or dead-
lines that may have been established.

domain name service (DNS) A TCP/IP application layer protocol used to translate 
domain names (such as www.isecbooks.com) into IP addresses.

dropout A momentary loss of power that lasts from a few milliseconds to a few sec-
onds.

dry pipe A fire sprinkler system used where ambient temperatures often drop below 
freezing. In this type of system, pipes are filled with compressed air. When sufficient 
heat causes one of the sprinkler head fuses to break, a control valve releases water into 
the piping. See also fire sprinkler system.

dual power feeds The use of two physically separate electric power feeds into a facility.

Dynamic Host Configuration Protocol (DHCP) A TCP/IP application layer protocol 
used to assign an IP address, subnet mask, default gateway, IP address of DNS servers, 
and other information to a workstation that has joined the network.

dynamic random access memory (DRAM) The most common form of semiconduc-
tor memory, where data is stored in capacitors that require periodic refreshing.
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E-1 A common carrier standard protocol for transporting voice and data. E-1 can 
support up to 32 separate voice channels of 64 kbit/sec each and is used primarily in 
Europe.

E-3 A common carrier standard protocol for transporting voice and data. E-3 can 
support up to 512 separate voice channels of 64 kbit/sec each and is used primarily in 
Europe.

e-mail A network-based service used to transmit messages between individuals and 
groups.

eavesdropping The act of secretly intercepting and recording a voice or data transmis-
sion.

electric generator A system consisting of an internal combustion engine powered by 
gasoline, diesel fuel, or natural gas that spins an electric generator. A generator can sup-
ply electricity for as long as several days, depending upon the size of its fuel supply and 
whether it can be refueled.

electrically erasable programmable read-only memory (EEPROM) A form of per-
manent memory that can be rewritten using a special program on the computer that it 
is installed on.

embedded audit module (EAM) A continuous auditing technique that consists of a 
special software module embedded within a system that is designed to detect process-
ing anomalies.

emergency communications plan The communications that are required during a 
disaster. See also response document.

emergency response The urgent activities that immediately follow a disaster, includ-
ing evacuation of personnel, first aid, triage of injured personnel, and possibly fire-
fighting.

employee handbook See employee policy manual.

employee policy manual A formal statement of the terms of employment, facts about 
the organization, benefits, compensation, conduct, and policies.

employment agreement A legal contract between an organization and an employee, 
which may include a description of duties, roles and responsibilities, confidentiality, 
compliance, and termination.

encapsulation A practice where a method can call on another method to help per-
form its work. See also method.

encryption The act of hiding sensitive information in plain sight. Encryption works 
by scrambling the characters in a message, using a method known only to the sender 
and receiver, making the message useless to anyone who intercepts the message.
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encryption key A block of characters, used in combination with an encryption algo-
rithm, to encrypt or decrypt a stream or blocks of data. 

Enhanced Interior Gateway Routing Protocol (EIGRP) A TCP/IP routing protocol 
that is used to transmit network routing information from one network router to an-
other in order to determine the most efficient path through a large network.

enterprise architecture Activities that ensure important business needs are met by IT 
systems; the model that is used to map business functions into the IT environment and 
IT systems in increasing levels of detail.

erasable programmable read-only memory (EPROM) A form of permanent memo-
ry that can be erased by shining UV light through a quartz window on the top of the 
chip.

error handling Functions that are performed when errors in processing are encoun-
tered.

espionage The act of spying on an organization.

Ethernet A standard protocol for assembling a stream of data into frames for trans-
port over a physical medium from one station to another on a local area network. On 
an Ethernet network, any station is free to transmit a packet at any time, provided that 
another station is not already doing so.

evacuation procedure Instructions to safely evacuate a work facility in the event of a 
fire, earthquake, or other disaster.

evidence Information gathered by the auditor that provides proof that a control exists 
and is being operated.

expected error rate An estimate that expresses the percent of errors or exceptions that 
may exist in an entire population.

exposure factor The financial loss that results from the realization of a threat, ex-
pressed as a percentage of the asset’s total value.

false accept rate The rate at which invalid subjects are accepted as valid. This occurs 
when the biometric system has too large a margin of error. See also biometrics.

false reject rate The rate at which valid subjects are rejected. This occurs when the 
biometric system has too small a margin of error. See also biometrics.

feasibility study An activity that seeks to determine the expected benefits of a pro-
gram or project.

fence A structure that prevents or deters passage by unauthorized personnel.

fiber distributed data interface (FDDI) A local area network technology that consists 
of a “dual ring” with redundant network cabling and counter-rotating logical tokens.

fiber optics A cabling standard that uses optical fiber instead of metal conductors.
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Fibre Channel A standard protocol for assembling a stream of data into frames for 
transport over a physical medium from one station to another on a local area network. 
Fibre Channel is most often found in storage area networks. See also storage area net-
work.

field A unit of storage in a relational database management system (rDBMS) that 
consists of a single data item within a row. See also relational database management sys-
tem, table, row.

file A sequence of zero or more characters that are stored as a whole in a file system. 
A file may be a document, spreadsheet, image, sound file, computer program, or data 
that is used by a program. See also file system.

File Allocation Table (FAT) A file system used by the MS-DOS operating system as 
well as by early versions of the Microsoft Windows operating system.

file server A server that is used to store files in a central location, usually to make 
them available to many users.

file system A logical structure that facilitates the storage of data on a digital storage 
medium such as a hard drive, CD/DVD-ROM, or flash memory device.

File Transfer Protocol (FTP) An early and still widely used TCP/IP application layer 
protocol that is used for batch transfer of files or entire directories from one system to 
another.

File Transfer Protocol Secure (FTPS) A TCP/IP application layer protocol that is an 
extension of the FTP protocol where authentication and transport are encrypted using 
SSL or TLS. See also File Transfer Protocol (FTP), Secure Sockets Layer (SSL), Transport 
Layer Security (TLS).

financial audit An audit of an accounting system, accounting department processes, 
and procedures to determine if business controls are sufficient to ensure the integrity of 
financial statements.

financial management The financial management for IT services that consists of sev-
eral activities, including budgeting, capital investment, expense management, project 
accounting, and project ROI.  See also IT service management, return on investment.

fire extinguisher A hand-operated fire suppression device used for fighting small 
fires.

fire sprinkler system A fire suppression system that extinguishes a fire by spraying 
water on it.

firewall A device that controls the flow of network messages between networks. Placed 
at the boundary between the Internet and an organization’s internal network, firewalls 
enforce security policy by prohibiting all inbound traffic except for the specific few 
types of traffic that are permitted to a select few systems. 
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firmware A computer’s special-purpose storage that is usually used to store the in-
structions required to start the computer system. Firmware is usually implemented in 
ROM, PROM, EPROM, EEPROM, or flash.

flash A form of permanent memory that can be rewritten by the computer that it is 
installed on. Flash memory is used by several types of devices, including SD (Secure 
Digital) cards, Compact Flash, Memory Stick, and USB drives.

foreign key A field in a table in a relational database management system (rDBMS) 
that references a field in another table. See also relational database management system, 
table, row, field.

forensic audit An audit that is performed in support of an anticipated or active legal 
proceeding.

forensics The application of procedures and tools during an investigation of a com-
puter or network-related event.

fourth-generation language (4GL) A variety of tools that are used in the develop-
ment of applications, or that are parts of the applications themselves.

Frame Relay A common carrier standard for transporting packets from one network 
to another. Frame Relay is being replaced by MPLS. See also multiprotocol label switching 
(MPLS).

fraud The intentional deception made for personal gain or for damage to another 
party.

function point analysis (FPA) A method for estimating software development proj-
ects based on the number of user inputs, outputs, queries, files, and external interfaces.

functional testing The portion of software testing where functional requirements are 
verified.

general computing controls (GCC) Controls that are general in nature and imple-
mented across most or all information systems and applications.

generalized audit software (GAS) Audit software that is designed to read data di-
rectly from database platforms and flat files.

general packet radio service (GPRS) An airlink standard for wireless communica-
tions between mobile devices and base stations.

governance Management’s control over policy and processes.

grid computing A large number of loosely coupled computers that are used to solve 
a common task.

guard dogs Dogs that assist security guards and that can be used to apprehend and 
control trespassers.
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hacker Someone who interferes with or accesses another’s computer without autho-
rization.

hardening The technique of configuring a system so that only its essential services 
and features are active and all others are deactivated. This helps to reduce the “attack 
surface” of a system to only its essential components.

hardware monitoring Tools and processes used to continuously observe the health, 
performance, and capacity of one or more computers.

hash function A cryptographic operation on a block of data that returns a fixed-
length string of characters, used to verify the integrity of a message.

heating, ventilation, and air conditioning (HVAC) A system that controls tempera-
ture and humidity in a facility.

hierarchical file system (HFS) A file system used on computers running the Mac OS 
operating system. See also file system.

honeynet A network of computers that is acting as a honeypot. See also honeypot.

honeypot A trap that is designed to detect unauthorized use of information systems.

host-based intrusion detection system (HIDS) An intrusion detection system (IDS) 
that is installed on a system and watches for anomalies that could be signs of intrusion.  
See also intrusion detection system (IDS).

hot site An alternate processing center where backup systems are already running and 
in some state of near-readiness to assume production workload. The systems at a hot 
site most likely have application software and database management software already 
loaded and running, perhaps even at the same patch levels as the systems in the pri-
mary processing center.

hub An Ethernet network device that is used to connect devices to the network. A hub 
can be thought of as a multiport repeater.

humidity The amount of water moisture in the air.

Hypertext Transfer Protocol (HTTP) A TCP/IP application layer protocol used to 
transmit web page contents from web servers to users who are using web browsers.

Hypertext Transfer Protocol Secure (HTTPS) A TCP/IP application layer protocol 
that is similar to HTTP in its use for transporting data between web servers and brows-
ers. HTTPS is not a separate protocol, but instead is the instance where HTTP is en-
crypted with SSL or TLS. See also Hypertext Transfer Protocol (HTTP), Secure Sockets Layer 
(SSL), Transport Layer Security (TLS).

identification The process of asserting one’s identity without providing proof of that 
identity. See also authentication.
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identity management The activity of managing the identity of each employee, con-
tractor, temporary worker, and, optionally, customer, for use in a single environment or 
multiple environments.

impact The actual or expected result from some action such as a disaster.

impact analysis The analysis of a threat and the impact it would have if it were real-
ized.

implementation A step in the software development life cycle where new or updated 
software is placed into the production environment and started.

incident management The IT function that analyzes service outages, service slow-
downs, security incidents, and software bugs, and seeks to resolve them to restore nor-
mal service. The steps in a security incident plan are: 

• Planning

• Detection

• Initiation

• Evaluation

• Eradication

• Recovery

• Remediation

• Closure

• Post-incident Review

See also IT service management.

incident prevention Proactive steps taken to reduce the probability and/or impact of 
security incidents.

independence The characteristic of an auditor and his or her relationship to a party 
being audited. An auditor should be independent of the auditee; this permits the audi-
tor to be objective.

index An entity in a relational database management system (rDBMS) that facilitates 
rapid searching for specific rows in a table based on one of the fields other than the 
primary key. See also relational database management system, table, row, field, primary key.

inert gas A fire suppression system that floods a room with an inert gas, displacing 
oxygen from the room and extinguishing the fire.

information classification The process of assigning a sensitivity classification to an 
information asset.

information leakage The tendency for sensitive information to leak out of an organi-
zation’s databases through various means, most of which are perpetrated by the orga-
nization’s personnel.
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information security management The aggregation of policies, processes, proce-
dures, and activities to ensure that an organization’s security policy is effective.

information security policy A statement that defines how an organization will clas-
sify and protect its important assets.

Infrared Data Association (IrDA) The organization that has developed technical 
standards for point-to-point data communications using infrared light. IrDA has large-
ly been replaced with Bluetooth and USB.

infrastructure The collection of networks, network services, devices, facilities, and 
system software that facilitate access to, communications with, and protection of busi-
ness applications.

inherent risk The risk that there are material weaknesses in existing business process 
and no compensating controls to detect or prevent them.

inheritance The property of a class where class attributes are passed to its children. 
See also class.

initialization vector (IV) A random number that is needed by some encryption algo-
rithms to begin the encryption process.

input authorization Controls that ensure all data that is input into an information 
system is authorized by management.

input controls Administrative and technical controls that determine what data is per-
mitted to be input into an information system. These controls exist to ensure the integ-
rity of information in a system.

input validation Controls that ensure the type and values of information that are 
input into a system are appropriate and reasonable.

input/output (I/O) device Any device that can be connected to a computer that per-
mits the computer to send data to the device as well as receive data from the device.

inquiry and observation An audit technique where an IS auditor asks questions of 
interviewees and makes observations about personnel behavior and the way they per-
form their tasks.

inrush A sudden increase in current flowing to a device, usually associated with the 
startup of a large motor. This can cause a voltage drop that lasts several seconds.

insourcing A form of sourcing where an employer will use its own employees to per-
form a function.

instant messaging (IM) Any of several TCP/IP application layer protocols and tools 
used to send short text messages over a network.

integrated audit An audit that combines an operational audit and a financial audit. 
See also operational audit, financial audit.
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integrated services digital network (ISDN) A common carrier telephone network 
used to carry voice and data over landlines. ISDN can be thought of as a digital version 
of the PSTN. See also public-switched telephone network (PSTN).

integrated test facility (ITF) A type of automated test where an auditor creates ficti-
tious transactions to trace their integrity through the system.

intellectual property A class of assets owned by an organization; includes an organi-
zation’s designs, architectures, software source code, processes, and procedures.

Interior Gateway Routing Protocol (IGRP) A TCP/IP routing protocol that is used to 
transmit network routing information from one network router to another in order to 
determine the most efficient path through a large network.

intermediate system to intermediate system (IS-IS) A TCP/IP routing protocol that 
is used to transmit network routing information from one network router to another in 
order to determine the most efficient path through a large network.

Internet Layer 2 of the TCP/IP network model. The purpose of the Internet layer is the 
delivery of messages (called packets) from one station to another on the same network 
or on different networks. See also TCP/IP network model.

Internet The interconnection of the world’s TCP/IP networks.

Internet Control Message Protocol (ICMP) A communications diagnostics protocol 
that is a part of the TCP/IP suite of protocols.

Internet Message Access Protocol (IMAP) A TCP/IP application layer protocol used 
by an end-user program to retrieve e-mail messages from an e-mail server.

Internet Protocol (IP) The network layer protocol used in the TCP/IP suite of proto-
cols. IP is concerned with the delivery of packets from one station to another, whether 
the stations are on the same network or on different networks.

Internet Protocol Security (IPsec) A suite of protocols that is used to secure IP-based 
communications by using authentication and encryption.

interprocess communications (IPC) Any of several protocols used for communica-
tions between running processes on one system or between systems.

intrusion detection system (IDS) A hardware or software system that detects anoma-
lies that may be signs of an intrusion.

intrusion prevention system (IPS) A hardware or software system that detects and 
blocks anomalies that may be signs of an intrusion.

IP address An address assigned to a station on a TCP/IP network.

IS audit An audit of an IS department’s operations and systems.

IS operations The day-to-day control of the information systems, applications, and 
infrastructure that support organizational objectives and processes.
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ISACA audit guidelines Published documents that help the IS auditor apply ISACA 
audit standards.

ISACA audit procedures Published documents that provide sample procedures for 
performing various audit activities and for auditing various types of technologies and 
systems.

ISACA audit standards The minimum standards of performance related to security, 
audits, and the actions that result from audits. The standards are published by ISACA 
and updated periodically. ISACA audit standards are considered mandatory.

ISO 20000 A world standard for IT service management.

ISO 27001 A world standard for IT security management.

ISO 9000 A world standard for a quality management system.

ISO 9660 A file system used on CD-ROM and DVD-ROM media.

IT governance Management’s control over IT policy and processes.

IT service management The set of activities that ensure the delivery of IT services is 
efficient and effective, through active management and the continuous improvement of 
processes. ITSM consists of several distinct activities:

• Service desk

• Incident management

• Problem management

• Change management

• Configuration management

• Release management

• Service-level management

• Financial management

• Capacity management

• Service continuity management

• Availability management

IT steering committee A body of senior managers or executives that discusses high-
level and long-term issues in the organization.

job description A written description of a job in an organization. A job description 
usually contains a job title, experience requirements, and knowledge requirements.

job rotation The practice of moving personnel from position to position, sometimes 
with little or no notice, as a means for deterring personnel from engaging in prohibited 
or illegal practices.
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judgmental sampling A sampling technique where items are chosen based upon the 
auditor’s judgment, usually based on risk or materiality. See also sampling.

key See encryption key.

keycard system A physical access control system where personnel are able to enter a 
workspace by waving a keycard near a reader or inserting it into a reader, activating a 
door lock to briefly unlock the door.

key compromise Any unauthorized disclosure or damage to an encryption key.  See 
also key management.

key custody The policies, processes, and procedures regarding the management of 
keys.  See also key management. 

key disposal The process of decommissioning encryption keys. See also key manage-
ment.

key exchange A technique that is used by two parties to establish a symmetric encryp-
tion key when no secure channel is available.

key fingerprint A short sequence of characters that is used to authenticate a public key.

key generation The initial generation of an encryption key. See also key management.

key length This refers to the size (measured in bits) of an encryption key. Longer en-
cryption keys mean that it takes greater effort to successfully attack a cryptosystem.

key logger A type of malware where a user’s key strokes and, optionally, mouse move-
ments and clicks, are recorded and sent to the key logger’s owner.

key management The various processes and procedures used by an organization to 
generate, protect, use, and dispose of encryption keys over their lifetime.

key protection All means used to protect encryption keys from unauthorized disclo-
sure and harm. See also key management.

key rotation The process of issuing a new encryption key and re-encrypting data pro-
tected with the new key. See also key management.

laptop computer A portable computer used by an individual user.

Layer 2 Tunneling Protocol (L2TP) A TCP/IP tunneling protocol.

least privilege The concept where an individual user should have the lowest privilege 
possible that will still enable them to perform their tasks.

Lightweight Directory Access Protocol (LDAP) A TCP/IP application layer protocol 
used as a directory service for people and computing resources. 

link Layer 1 of the TCP/IP network model. The purpose of the link layer is the delivery 
of messages (usually called frames) from one station to another on a local network. See 
also TCP/IP network model.
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local area network (LAN) A network that connects computers and devices together 
in a small building or a residence.

logic bomb A set of instructions that is designed to perform some damaging action 
when a specific event occurs; a popular example is a time bomb that alters or destroys 
data on a specified date in the future.

logical network architecture The part of network architecture concerned with the 
depiction of network communications at a local, campus, regional, and global level.

loopback address The IP address 127.0.0.1 (or any other address in the entire 127 ad-
dress block). A packet sent to a loopback address is sent to the station that originated it.

machine authentication controls Access controls that are used to authenticate a de-
vice to determine if it will be permitted to access resources.

main storage A computer’s short-term storage of information, usually implemented 
with electronic components such as random access memory (RAM).

mainframe A large central computer capable of performing complex tasks for several 
users simultaneously.

malware The broad class of programs that are designed to inflict harm on computers, 
networks, or information. Types of malware include viruses, worms, Trojan horses, spy-
ware, and root kits.

man-in-the-middle (MITM) attack An attack that is used to take over communica-
tions that are taking place between two parties. Here, an attacker intercepts communi-
cations being sent from one party to another and injects new, altered communications 
in their place. The attacker must be able to impersonate each party in the communica-
tion so that each party believes it is talking directly with the other party.

man-made disaster A disaster that is directly or indirectly caused by human activity, 
through action or inaction. See also disaster.

mandatory access control (MAC) An access model used to control access to objects 
(files, directories, databases, systems, networks, and so on) by subjects (persons, pro-
grams, etc.). When a subject attempts to access an object, the operating system exam-
ines the access properties of the subject and object to determine if the access should be 
allowed. The operating system then permits or denies the requested access. 

mandatory vacation A policy established by some organizations that requires each 
employee to take a vacation every year.

manual control A control that requires a human to operate it.

marking The act of affixing a classification label to a document.

materiality In financial audits, a dollar-amount threshold that alters the results on an 
organization’s financial statements. In IS audits, materiality is the threshold where seri-
ous errors, omissions, irregularities, or illegal acts could occur.
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Media Access Control (MAC) A framing protocol used by Ethernet, DSL, MPLS, 
and ISDN.

Media Access Control (MAC) address Node addressing used on an Ethernet network 
where the address is expressed as a six-byte hexadecimal value. A typical address is dis-
played in a notation separated by colons or dashes, such as F0:E3:67:AB:98:02.

message digest The result of a cryptographic hash function.

method The actions that an object can perform. See also object.

methodology standard A standard that specifies the practices used by the IT organi-
zation.

metropolitan area network (MAN) An interconnection of LANs that spans a city or 
regional area.

midrange computer Large central computers capable of performing complex tasks 
for users.

migration The process of transferring data from one system to a replacement system.

mitigating control See compensating control.

mobile device A portable computer in the form of a smart phone or personal digital 
assistant (PDA).

mobile site A portable recovery center that can be delivered to almost any location in 
the world.

monitoring The continuous or regular evaluation of a system or control to determine 
its operation or effectiveness.

multistation access unit (MAU) A Token Ring network device used to connect sta-
tions to the network.

multiprotocol label switching (MPLS) A packet-switched network technology that 
utilizes a variable-length packet. In an MPLS network, each packet has one or more la-
bels affixed to it that contain information that helps MPLS routers make packet-for-
warding decisions without examining the contents of the packet itself (for an IP ad-
dress, for instance).

N+1 The practice of employing one more than the minimum required number of 
systems so that in the event of a planned or unplanned outage of one of the systems, 
the other systems will continue functioning and provide service. This term usually ap-
plies to HVAC, UPS, and electric generators. See also heating, ventilation, and air condi-
tioning (HVAC), uninterruptible power supply (UPS), and electric generator.

natural disaster A disaster that occurs in the natural world with little or no assistance 
from mankind. See also disaster.

near-field communications (NFC) A standard for extremely short-distance radio fre-
quency data communications.
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network Layer 3 of the OSI network model. See also OSI network model.

network analysis A reconnaissance operation on an organization’s network.

network architecture The overall design of an organization’s network.

Network Attached Storage (NAS) A stand-alone storage system that contains one or 
more virtual volumes. Servers access these volumes over the network using the Network 
File System (NFS) or Server Message Block/Common Internet File System (SMB/CIFS) 
protocols, common on Unix and Windows operating systems, respectively.

network authentication A network-based service that is used to authenticate persons 
to network-based resources.

Network Basic Input/Output System (NetBIOS) A network protocol that permits 
applications to communicate with one another using the legacy NetBIOS API.

Network File System (NFS) A TCP/IP application layer protocol used to make a disk-
based resource on another computer appear as a logical volume on a local computer.

network interface card (NIC) A device that is directly connected to a computer’s bus 
and contains one or more connectors to which a network cable may be connected.

network management A class of software program that is used to monitor and man-
age devices connected to a network. Also refers to the business processes used for the 
same purpose.

Network News Transfer Protocol (NNTP) A TCP/IP application layer protocol used 
to transport Usenet news throughout the Internet, and from news servers to end users 
using news reading programs. Usenet news has been largely deprecated by web-based 
applications.

Network Time Protocol (NTP) A TCP/IP application layer protocol used to synchro-
nize the time-of-day clocks on systems with time reference standards.

network-based intrusion detection system (NIDS) An intrusion detection system 
(IDS) that attaches to a network and listens for network-based anomalies. See also in-
trusion detection system (IDS).

noise The presence of other electromagnetic signals within incoming power.

nonrepudiation The property of digital signatures and encryption that can make it 
difficult or impossible for a party to later deny having sent a digitally signed message—
unless they admit to having lost control of their private encryption key.

notebook computer See laptop computer.

NT File System (NTFS) A file system used by newer versions of the Microsoft Win-
dows operating system.

object The instantiation of a class. If a class is thought of as a design, an object can be 
thought of as a running example of the class. See also class.
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object A resource, such as a computer, application, database, file, or record. See also 
subject.

object breakdown structure (OBS) A representation of the components of a project 
in graphical or tabular form.

object database See object database management system (ODBMS).

object database management system (ODBMS) A type of database management 
system where information is represented as objects that are used in object-oriented 
programming languages.

object-oriented (OO) system development Development of information systems 
using object-oriented languages and tools.

objectivity The characteristic of a person that relates to his or her ability to develop 
an opinion that is not influenced by external pressures.

occupant emergency plan (OEP) Activities required to safely care for occupants in a 
business location during a disaster. See also response document.

off-shoring A form of sourcing where an employer will outsource a function with 
contractors located in another country or continent.

off-site media storage The practice of storing media such as backup tapes at an off-
site facility located away from the primary computing facility.

online inquiry An auditing technique where an auditor can log on to an application 
to retrieve detailed information on specific transactions.

Open Shortest Path First (OSPF) A TCP/IP routing protocol that is used to transmit 
network routing information from one network router to another in order to determine 
the most efficient path through a large network.

operating system A large, general-purpose program that is used to control computer 
hardware and facilitate the use of software applications.

operational audit An audit of IS controls, security controls, or business controls to 
determine control existence and effectiveness.

organization chart A diagram that depicts the manager-subordinate relationships in 
an organization, or in a part of an organization.

OSI network model The seven-layer network model that incorporates encapsulation 
of messages. The layers of the OSI model are: 

• Physical

• Data link

• Network

• Transport

• Session
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• Presentation

• Application

The OSI model has been extensively studied, but has never been entirely implemented. 
See also TCP/IP network model.

output controls Controls that ensure the accuracy and validity of final calculations 
and transformations.

outsourcing A form of sourcing where an employer will use contract employees to 
perform a function. The contract employees may be located on-site or off-site.

owner A person or group responsible for the operation of an asset.

parallel test An actual test of disaster recovery and/or business continuity response 
plans. The purpose of a parallel test is to evaluate the ability of personnel to follow di-
rectives in emergency response plans—to actually set up the DR business processing or 
data processing capability. In a parallel test, personnel operate recovery systems in par-
allel with production systems to compare the results between the two in order to deter-
mine the actual capabilities of recovery systems.

password An identifier that is created by a system manager or a user; a secret combina-
tion of letters, numbers, and other symbols that is known only to the user who uses it.

password complexity The characteristics required of user account passwords. For ex-
ample, a password may not contain dictionary words and must contain uppercase let-
ters, lowercase letters, numbers, and symbols.

password length The minimum and maximum number of characters permitted for a 
password that is associated with a computer account.

password reset The process of changing a user account password and unlocking the 
user account so that the user’s use of the account may resume.

password reuse The act of reusing a prior password for a user account. Some infor-
mation systems can prevent the use of prior passwords in case any were compromised 
with or without the user’s knowledge.

password vaulting The process of storing a password in a secure location for later use.

patch management The process of identifying, analyzing, and applying patches (in-
cluding security patches) to systems.

Payment Card Industry Data Security Standard (PCI-DSS) A security standard 
whose objective is the protection of credit card numbers in storage, while processed, 
and while transmitted. The standard was developed by the Payment Card Industry, a 
consortium of credit card companies including VISA, MasterCard, American Express, 
Discover, and JCB.

performance evaluation A process where an employer evaluates the performance of 
each employee for the purpose of promotion, salary increase, bonus, or retention.
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personal area network (PAN) A network that is generally used by a single individual 
and is usually limited to about 3 meters in size.

phishing A social engineering attack on unsuspecting individuals where e-mail mes-
sages that resemble official communications entice victims to visit imposter web sites 
that contain malware or request credentials to sensitive or valuable assets.

physical Layer 1 of the OSI network model. See also OSI network model.

physical control Controls that employ physical means.

physical network architecture The part of network architecture concerned with the 
physical locations of network equipment and network media.

piggybacking See tailgating.

plain old telephone service (POTS) Another name for the public-switched telephone 
network (PSTN). See also public-switched telephone network (PSTN).

plaintext An original message, file, or stream of data that can be read by anyone who 
has access to it.

Point-to-Point Protocol (PPP) A network protocol used to transport TCP/IP packets 
over point-to-point serial connections (usually RS-232 and dial-up connections).

policy A statement that specifies what must be done (or not done) in an organiza-
tion. A policy usually defines who is responsible for monitoring and enforcing it.

polymorphism The different ways in which an object may behave, depending upon 
the data that is passed to it. See also object.

population A complete set of entities, transactions, or events that are the subject of 
an audit.

Post Office Protocol (POP) A TCP/IP application layer protocol that is used to re-
trieve e-mail messages from an e-mail server.

power distribution unit (PDU) A device that distributes electric power to a com-
puter room or data center.

pre-action A fire sprinkler system used in areas with high-value contents such as data 
centers. A pre-action system is essentially a dry pipe system until a “preceding” event 
such as a smoke detector alarm occurs; at this time, the system is filled with water and 
essentially converts in real time to a wet pipe system. Then, if the ambient temperature 
at any of the sprinkler heads is high enough, those fuses break, releasing water to extin-
guish the fire. See also fire sprinkler system.

pre-audit An examination of business process, controls, and records in anticipation 
of an upcoming audit.

precision A representation of how closely a sample represents the entire population.

presentation Layer 6 of the OSI network model. See also OSI network model.
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preventive action An action that is initiated to prevent an undesired event or condi-
tion.

preventive control A control that is used to prevent unwanted events from happening.

primary key One of the fields in a table in a relational database management system 
(rDBMS) whose values are unique for each record (row). See also relational database 
management system, table, row, field.

print server A server that is used to coordinate printing to shared printers.

privacy The protection of personal information from unauthorized disclosure, use, 
and distribution.

privacy policy A policy statement that defines how an organization will protect, man-
age, and handle private information.

privacy requirements Formal statements that describe required privacy safeguards 
that a system must support.

private address An IP address that falls into one of the following ranges: 10.0.0.0 – 
10.255.255.255, 172.16.0.0 – 172.31.255.255, or 192.168.0.0 – 192.168.255.255. Pack-
ets with a private address destination cannot be transported over the global Internet.

probability analysis The analysis of a threat and the probability of its realization.

problem management The IT function that analyzes chronic incidents and seeks to 
resolve them, and also enacts proactive measures in an effort to avoid problems. See 
also IT service management.

procedure A written sequence of instructions used to complete a task.

process A collection of one or more procedures used to perform a business function. 
See also procedure.

processing controls Controls that ensure the correct processing of information.

program An organization of many large, complex activities; it can be thought of as a 
set of projects that work to fulfill one or more key business objectives or goals.

program charter A formal definition of the objectives of a program, its main time-
lines, sources of funding, the names of its principal leaders and managers, and the busi-
ness executive(s) who are sponsoring the program.

program management The management of a group of projects that exist to fulfill a 
business goal or objective.

programmable read-only memory (PROM) A form of permanent memory that can-
not be modified.

programming language A vocabulary and set of rules used to construct a human-
readable computer program.
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project A coordinated and managed sequence of tasks that results in the realization 
of an objective or goal.

project change management The process of controlling a project plan and budget 
through formal reviews of changes.

project evaluation and review technique (PERT) A visual representation of a project 
plan that shows project tasks, timelines, and dependencies.

project management The activities that are used to control, measure, and manage the 
activities in a project.

Project Management Body of Knowledge (PMBOK) A project management guide 
that defines the essentials of project management.

project plan The chart of tasks in a project, which also includes start and completion 
dates, resources required, and dependencies and relationships between tasks.

project planning The activities that are related to the development and management 
of a project.

project schedule The chart of tasks in a project with their expected start and comple-
tion dates.

PRojects IN Controlled Environments (PRINCE2) A project management framework.

protocol analyzer A device that is connected to a network in order to view network 
communications at a detailed level.

protocol standard A standard that specifies the protocols used by the IT organization.

prototyping An alternative software development process where rapidly developed 
application prototypes are developed with user input and continuous involvement.

public key cryptography See asymmetric encryption.

public key infrastructure A centralized function that is used to store and publish 
public keys and other information. 

public-switched telephone network (PSTN) The common carrier-switched tele-
phone network used to carry voice telephone calls over landlines.

qualitative risk analysis A risk analysis methodology where risks are classified on a 
nonquantified scale, such as “High - Medium - Low,” or on a simple numeric scale, such 
as 1 through 5.

quality assurance testing (QAT) The portion of software testing where system speci-
fications and technologies are formally tested.

quality management Methods and processes where business processes are controlled, 
monitored, and managed in order to bring about continuous improvement.
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quantitative risk analysis A risk analysis methodology where risks are estimated in 
the form of actual cost amounts.

Radio Resource Control (RRC) A part of the UTMS WCDMA wireless telecommuni-
cations protocol that is used to facilitate the allocation of connections between mobile 
devices and base stations.

random access memory (RAM) A type of semiconductor memory usually used for a 
computer’s main storage.

rapid application development (RAD) A software development life-cycle process 
characterized by small development teams, prototypes, design sessions with end users, 
and development tools that integrate data design, data flow, user interface, and proto-
typing.

razor wire Coiled wire with razor-like barbs that may be placed along the top of a 
fence or wall to prevent or deter passage by unauthorized personnel.

read-only memory (ROM) An early form of permanent memory that cannot be 
modified.

reciprocal site A data center that is operated by another company. Two or more orga-
nizations with similar processing needs will draw up a legal contract that obligates one 
or more of the organizations to temporarily house another party’s systems in the event 
of a disaster.

recovery control A control that is used after an unwanted event to restore a system or 
process to its pre-event state.

recovery point objective (RPO) The time during which recent data will be irretriev-
ably lost in a disaster. RPO is usually measured in hours or days.

recovery procedure Instructions that key personnel use to bootstrap services that 
support critical business functions identified in the business impact assessment (BIA).

recovery strategy A high-level plan for the resumption of business operations after a 
disaster.

recovery time objective (RTO) The period from the onset of an outage until the re-
sumption of service. RTO is usually measured in hours or days.

reduced sign-on The use of a centralized directory service (such as LDAP or Microsoft 
Active Directory) for authentication into systems and applications. Users will need to 
log in to each system and application, using one set of login credentials.

Redundant Array of Independent Disks (RAID) A family of technologies that is 
used to improve the reliability, performance, or size of disk-based storage systems.

referential integrity The characteristic of relational database management systems 
that requires the database management system maintain the parent-child relationships 
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between records in different tables and prohibit activities such as deleting parent re-
cords and transforming child records into orphans.

registration authority (RA) An entity that works within or alongside a certificate au-
thority (CA) to accept requests for new digital certificates.

regulatory requirements Formal statements, derived from laws and regulations, that 
describe the required characteristics a system must support.

relational database management system (rDBMS) A database management system 
that permits the design of a database consisting of one or more tables that can contain 
fields that refer to rows in other tables. This is currently the most popular type of data-
base management system.

release management The IT function that controls the release of software programs, 
applications, and environments. See also IT service management.

remote access A service that permits a user to establish a network connection from a 
remote location so that the user can access network resources remotely.

Remote Copy (RCP) A TCP/IP application layer protocol that is an early file transfer 
protocol used to copy files or directories from system to system.

remote destruct The act of commanding a device, such as a laptop computer or mo-
bile device, to destroy stored data. Remote destruct is sometimes used when a device is 
lost or stolen to prevent anyone from being able to read data stored on the device.

remote login (rlogin) A TCP/IP application layer protocol used to establish a com-
mand-line session on a remote system. Like TELNET, rlogin does not encrypt authenti-
cation or session contents, and has been largely replaced by secure shell (SSH). See also 
TELNET, secure shell (SSH).

remote procedure call (RPC) A network protocol that permits an application to ex-
ecute a subroutine or procedure on another computer.

repeater An Ethernet network device that receives and retransmits signals on the net-
work.

reperformance An audit technique where an IS auditor repeats actual tasks performed 
by auditees in order to confirm they were performed properly.

replication An activity where data that is written to a storage system is also copied 
over a network to another storage system and written. The result is the presence of up-
to-date data that exists on two or more storage systems, each of which could be located 
in a different geographic region.

request for proposal (RFP) A formal process where an organization solicits solution 
proposals from one or more vendors. The process usually includes formal requirements 
and desired terms and conditions. It is used to formally evaluate vendor proposals in 
order to make a selection.
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requirements Formal statements that describe required (and desired) characteristics 
of a system that is to be built or acquired.

residual risk The risk that remains after being reduced through other risk treatment 
options.

response document Required action of personnel after a disaster strikes. Includes 
business recovery plan, occupant emergency plan, emergency communication plan, 
contact lists, disaster recovery plan, continuity of operations plan (COOP), and secu-
rity incident response plan (SIRP).

responsibility A stated expectation of activities and performance.

return on investment (ROI) The ratio of money gained or lost as compared to an 
original investment.

Reverse Address Resolution Protocol (RARP) A TCP/IP link layer protocol that is 
used by a station that needs to know the IP address that has been assigned to it. RARP 
has been largely superseded by DHCP. See also Dynamic Host Configuration Protocol 
(DHCP).

reverse engineering The process of analyzing a system to see how it functions, usu-
ally as a means for developing a similar system. Reverse engineering is usually not per-
mitted when it is applied to commercial software programs.

ring topology A network topology where connections are made from one station to 
the next, in a complete loop.

RISC (reduced instruction set computer) A central processing unit design that uses 
a smaller instruction set, which leads to simpler microprocessor design. See also central 
processing unit.

risk Generally, the fact that undesired events can happen that may damage property 
or disrupt operations; specifically, an event scenario that can result in property damage 
or disruption.

risk acceptance The risk treatment option where management chooses to accept the 
risk as-is.

risk analysis The process of identifying and studying risks in an organization.

risk assessment A process where risks, in the form of threats and vulnerabilities, are 
identified for each asset.

risk avoidance The risk treatment option involving a cessation of the activity that 
introduces identified risk.

risk management The management activities used to identify, analyze, and treat risks.

risk mitigation The risk treatment option involving implementation of a solution 
that will reduce an identified risk.
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risk transfer The risk treatment option involving the act of transferring risk to an-
other party, such as an insurance company.

risk treatment The decision to manage an identified risk. The available choices are 
mitigate the risk, avoid the risk, transfer the risk, or accept the risk.

role A set of privileges in an application. Also a formally defined set of work tasks as-
signed to an individual.

rollback A step in the software development life cycle where system changes need to 
be reversed, returning the system to its previous state.

root kit A type of malware that is designed to evade detection.

router A device that is used to interconnect two or more networks.

Routing Information Protocol (RIP) A TCP/IP routing protocol that is used to trans-
mit network routing information from one network router to another in order to deter-
mine the most efficient path through a network. RIP is one of the earliest routing pro-
tocols and is not used for Internet routing.

row A unit of storage in a relational database management system (rDBMS) that con-
sists of a single record in a table. See also relational database management system, table.

RS-232 A standard protocol for sending serial data between computers.

RS-449 A standard protocol for sending serial data between network devices.

sabotage Deliberate damage of an organization’s asset.

salvage The process of recovering components or assets that still have value after a 
disaster.

sample mean The sum of all samples divided by the number of samples.

sample standard deviation A computation of the variance of sample values from the 
sample mean. This is a measurement of the “spread” of values in the sample.

sampling A technique that is used to select a portion of a population when it is not 
feasible to test an entire population.

sampling risk The probability that a sample selected does not represent the entire 
population. This is usually expressed as a percentage, as the numeric inverse of the con-
fidence coefficient. See also confidence coefficient.

SAS 70 (Statement of Accounting Standards No. 70)  An external audit of a service 
provider. An SAS 70 audit is performed according to rules established by the American 
Institute of Certified Public Accountants (AICPA).

scanning attack An attack on a computer or network with the intention of discover-
ing potentially vulnerable computers or programs.
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screened shielded twisted pair (S/STP) A type of twisted-pair cable where a thick 
metal shield protects each pair of conductors, plus an outer shield that protects all of 
the conductors together. See also twisted-pair cable.

screened unshielded twisted pair (S/UTP) A type of twisted-pair cable where the 
entire cable has a thick metal shield that protects the cables. See also twisted-pair cable.

script kiddie An inexperienced computer hacker who uses tools developed by others 
to illegally access computers and networks.

scrum An iterative and incremental methodology used for rapid and agile software 
development.

secondary storage A computer’s long-term storage of information, usually imple-
mented with hard disk drives or static random access memory (SRAM).

Secure Copy (SCP) A TCP/IP application layer protocol used as a file transfer proto-
col that is similar to Remote Copy (RCP), but is protected using secure shell (SSH). See 
remote copy (RCP), secure shell (SSH).

Secure Electronic Transaction (SET) A protocol used to protect credit card transac-
tions that uses a digital envelope. SET has been deprecated by Secure Sockets Layer 
(SSL) and Transport Layer Security (TLS). See also digital envelope, Secure Sockets Layer 
(SSL), Transport Layer Security (TLS).

Secure File Transfer Protocol (SFTP) A TCP/IP application layer protocol that is an 
extension of the FTP protocol, where authentication and file transfer are encrypted us-
ing SSH. Sometimes referred to as SSH File Transfer Protocol. See also File Transfer 
Protocol (FTP), secure shell (SSH).

Secure Hypertext Transfer Protocol (SHTTP) A protocol used to encrypt web pages 
between web servers and web browsers. Often confused with Hypertext Transfer Proto-
col Secure (HTTPS).

Secure Multipurpose Internet Mail Extensions (S/MIME) An e-mail security proto-
col that provides sender and recipient authentication and encryption of message con-
tent and attachments.

secure shell (SSH) A TCP/IP application layer protocol that provides a secure chan-
nel between two computers whereby all communications between them are encrypted. 
SSH can also be used as a tunnel to encapsulate and thereby protect other protocols.

Secure Sockets Layer (SSL) An encryption protocol used to encrypt web pages re-
quested with the HTTPS (Hypertext Transfer Protocol/Secure) URL. Deprecated by 
Transport Layer Security (TLS). See also Transport Layer Security (TLS), Hypertext Transfer 
Protocol Secure (HTTPS).

security awareness A formal program used to educate employees, users, customers, 
or constituents on required, acceptable, and unacceptable security-related behaviors.
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security governance Management’s control over an organization’s security program.

security guards Personnel who control passage at entry points or roam building 
premises looking for security issues such as unescorted visitors.

security incident An event where the confidentiality, integrity, or availability of infor-
mation (or an information system) has been compromised.

security incident response The formal, planned response that is enacted when a se-
curity incident has occurred. See also security incident.

security policy See information security policy.

security requirements Formal statements that describe the required security charac-
teristics that a system must support.

segregation of duties The concept that ensures single individuals do not possess ex-
cess privileges that could result in unauthorized activities such as fraud or the manipu-
lation or exposure of sensitive data.

separation of duties See segregation of duties.

Serial Line Interface Protocol (SLIP) A network protocol used to transport TCP/IP 
packets over point-to-point serial connections (usually RS-232).

server A centralized computer used to perform a specific task.

service continuity management The IT function that consists of activities concerned 
with the organization’s ability to continue providing services, primarily in the event 
that a natural or man-made disaster has occurred. See also IT service management, busi-
ness continuity planning, disaster recovery planning.

service desk The IT function that handles incidents and service requests on behalf of 
customers by acting as a single point of contact. See also IT service management.

service-level agreement An agreement that specifies service levels in terms of the 
quantity of work, quality, timeliness, and remedies for shortfalls in quality or quantity.

service-level management The IT function that confirms whether IT is providing ad-
equate service to its customers. This is accomplished through continuous monitoring 
and periodic review of IT service delivery. See also IT service management.

service provider audit An audit of a third-party organization that provides services to 
other organizations.

service set identifier (SSID) A friendly name that identifies a particular 802.11 wire-
less network.

session Layer 5 of the OSI network model. See also OSI network model.

Session Initiation Protocol (SIP) The network protocol used to set up and tear 
down Voice over IP (VoIP) and other communications connections. See also Voice over 
IP (VoIP).
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shielded twisted pair (STP) A type of twisted-pair cable where a thin metal shield 
protects each pair of conductors. See also twisted-pair cable.

Simple Mail Transfer Protocol (SMTP) A TCP/IP application layer protocol that is 
used to transport e-mail messages.

Simple Network Management Protocol (SNMP) A TCP/IP application layer proto-
col used by network devices and systems to transmit management messages indicating 
a need for administrative attention.

Simple Object Access Protocol (SOAP) A protocol that is used to facilitate the ex-
change of structured information between systems.

simulation A test of disaster recovery, business continuity, or security incident re-
sponse procedures where the participants take part in a “mock disaster” or incident to 
add some realism to the process of thinking their way through emergency response 
documents.

single loss expectancy (SLE) The financial loss when a threat is realized one time. 
SLE is defined as AV × EF.

single sign-on An interconnected environment where applications are logically con-
nected to a centralized authentication server that is aware of the logged in/out status of 
each user. A user can log in once to the environment; each application and system is 
aware of a user’s log-in status and will not require the user to log in to each one sepa-
rately.

smart card A small, credit-card–sized device that contains electronic memory and is 
accessed with a smart card reader and used in two-factor authentication.

snapshot A continuous auditing technique that involves the use of special audit mod-
ules embedded in online applications that sample specific transactions. The module 
copies key database records that can be examined later on.

sniffer A program that can be installed on a network-attached system to capture net-
work traffic being transmitted to or from the system.

social engineering The act of using deception to trick an individual into revealing 
secrets.

Software-as-a-Service (SaaS) A software delivery model where an organization ob-
tains a software application for use by its employees and the software application is 
hosted by the software provider, as opposed to the customer organization.

software development life cycle (SDLC) The life-cycle process used to develop or 
acquire and maintain information systems. Also known as systems development life 
cycle.

Software Engineering Institute Capability Maturity Model Integration (SEI CMMI) 
A maturity model that is used to measure the maturity of an organization’s software 
development life-cycle process.
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software licensing The process of maintaining accurate records regarding the permit-
ted use of software programs.

software maintenance An activity in the software development life cycle where mod-
ifications are made to the software code.

Software Process Improvement and Capability dEtermination (SPICE) A maturity 
model that is based on the SEI CMM maturity model. SPICE has been made an inter-
national standard: ISO 15504.

software program library The repository that contains program source code and that 
usually includes tools to manage the maintenance of source code.

source code management The techniques and tools used to manage application 
source code.

source lines of code (SLOC) A sizing technique for software development projects 
that represents the size of the planned program, expressed as lines of code.

sourcing The choices that organizations make when selecting the personnel that will 
perform functions and where those functions will be performed.

spam Unsolicited and unwanted e-mail.

spam filter A central program or device that examines incoming e-mail and removes 
all messages identified as spam.

spike A sharp increase in voltage that lasts for only a fraction of a second.

spiral model A software development life-cycle process where the activities of re-
quirements definition and software design go through several cycles until the project is 
complete. See also software development life cycle (SDLC).

split custody The concept of splitting knowledge of a specific object or task between 
two persons. 

spoofing The act of changing the configuration of a device or system in an attempt to 
masquerade as a different, known, and trusted system or user. 

spyware A type of malware where software performs one or more surveillance-type 
actions on a computer, reporting back to the spyware owner.

standard A statement that defines the technologies, protocols, suppliers, and meth-
ods used by an IT organization.

standard IT balanced scorecard A management tool that is used to measure the per-
formance and effectiveness of an IT organization.

star topology A network topology where a separate connection is made from a cen-
tral device to each station.

statement of impact A description of the impact a disaster scenario will have on a 
business or business process.
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static random access memory (SRAM) A form of semiconductor memory that does 
not require refreshing.

statistical sampling A sampling technique where items are chosen at random; each 
item has a statistically equal probability of being chosen. See also sampling.

stop-or-go sampling A sampling technique used to permit sampling to stop at the 
earliest possible time. This technique is used when the auditor feels that there is low 
risk or a low rate of exceptions in the population. See also sampling.

storage area network (SAN) A stand-alone storage system that can be configured to 
contain several virtual volumes and connected to many servers through fiber optic 
cables.

strategic planning Activities used to develop and refine long-term plans and objec-
tives.

stratified sampling A sampling technique where a population is divided into classes 
or strata, based upon the value of one of the attributes. Samples are then selected from 
each class. See also sampling.

stream cipher This is a type of encryption algorithm that operates on a continuous 
stream of data, such as a video or audio feed.

strong authentication See two-factor authentication.

subject A person or a system. See also object.

subnet mask A numeric value that determines which portion of an IP address is used 
to identify the network and which portion is used to identify a station on the network. 
See also IP address.

substantive testing A type of testing that is used to determine the accuracy and integ-
rity of transactions that flow through processes and systems.

supercomputer The largest type of computer that is capable of performing large, 
complex calculations such as weather forecasting and earthquake simulations.

surge See spike.

switch A device that is used to connect computers and other devices to a network. 
Unlike a hub, which sends all network packets to all stations on the network, a switch 
sends packets only to intended destination stations on the network.

symmetric encryption A method for encryption and decryption where it is necessary 
for both parties to possess a common encryption key.

synchronous optical networking (SONET) A class of common carrier telecommuni-
cations network technologies used to transport voice and data over fiber optic networks 
at very high speeds.
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synchronous replication A type of replication where writing data to a local and to a re-
mote storage system is performed as a single operation, guaranteeing that data on the re-
mote storage system is identical to data on the local storage system. See also replication.

system hardening See hardening.

system testing The portion of software testing where an entire system is tested.

T-1 A common carrier standard protocol for transporting voice and data. T-1 can sup-
port up to 24 separate voice channels of 64 kbit/sec each and is used primarily in North 
America.

T-3 A common carrier standard protocol for transporting voice and data. T-3 can sup-
port up to 672 separate voice channels of 64 kbit/sec each and is used primarily in 
North America.

table A unit of storage in a relational database management system (rDBMS) that can 
be thought of as a list of records. See also relational database management system.

tailgating A technique used by intruders who attempt to enter a building; they may 
follow an employee into a building without showing their own security credentials (for 
example, a keycard).

tape management system (TMS) An information system that is used to manage tape 
media, usually for the purpose of performing information backup. See also backup.

TCP/IP network model The four-layer network model that incorporates encapsula-
tion of messages. The layers of the TCP/IP model are:

• Link

• Internet

• Transport

• Application

The TCP/IP suite of protocols is built on the TCP/IP network model.

technical control A control that is implemented in IT systems and applications.

technical requirements Formal statements that describe the required technical char-
acteristics that a system must support.

technology standard A standard that specifies the software and hardware technolo-
gies that are used by the IT organization.

TELNET A TCP/IP application layer protocol that is used to establish a command-
line session on a remote computer. TELNET does not encrypt user credentials as they 
are transmitted over the network, and has been largely replaced by SSH. See also secure 
shell (SSH).

terminal emulation A software program that runs on a workstation that emulates an 
older-style computer terminal.
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termination The process of discontinuing employment of an employee or contractor.

terrorist A person or group who perpetrates violence for political or religious reasons.

test plan The list of tests that are to be carried out during a unit test or system test. See 
also unit testing, system testing.

test server Any type of server that is used to test features; a test server does not per-
form production tasks.

thick client A workstation that contains a fully functional operating system and ap-
plication programs.

thin client A workstation that contains a minimal operating system and little or no 
data storage.

threat An event that, if realized, would bring harm to an asset.

time bomb See logic bomb.

time division multiple access (TDMA) An airlink standard for wireless communica-
tions between mobile devices and base stations.

time synchronization A network-based service that is used to synchronize the time 
clocks on computers connected to a network.

timebox management A technique of project management where a large project is 
broken down into smaller components and time periods.

token A small electronic device that is used in two-factor authentication. A token may 
display a number that the user types in to a login field, or it may be plugged into a 
workstation to complete authentication. See also two-factor authentication.

Token Ring A standard protocol for assembling a stream of data into frames for trans-
port over a physical medium from one station to another on a local area network. On 
a Token Ring network, a three-byte token is passed from station to station over the net-
work. A station may not transmit a packet to another station until it has first received 
the token.

tolerable error rate The highest number of errors that can exist without a result being 
materially misstated.

toll fraud An attack on a private branch exchange (PBX) that results in stolen long- 
distance telephone service.

training The process of educating personnel; to impart information or provide an 
environment where they can practice a new skill.

transfer The process of changing an employee’s job title, department, and/or respon-
sibilities.

Transmission Control Protocol (TCP) The connection-oriented protocol used in the 
TCP/IP suite of protocols to establish a connection and transport messages from one 
station to another over a network during a communication session.
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transport Layer 4 of the OSI network model. See also OSI network model.

transport Layer 3 of the TCP/IP network model. The purpose of the transport layer is 
the controlled and ordered delivery of messages (called packets) from one application 
on a station to another on the same network or on different networks. See also TCP/IP 
network model.

Transport Layer Security (TLS) An encryption protocol used to encrypt web pages 
requested with the HTTPS (Hypertext Transfer Protocol/Secure) URL. Replacement for 
Secure Sockets Layer (SSL). See also Secure Sockets Layer (SSL), Hypertext Transfer Protocol 
Secure (HTTPS).

Trojan horse A type of malware where programs are purported to perform one func-
tion, but which actually perform other (or additional) undesired functions.

trunk A telecommunications network technique where several communications can 
share a set of lines or frequencies.

tunneling The practice of encapsulating messages within another protocol.

twinax A type of coaxial cable that uses two inner conductors.

twisted-pair cable A type of network cabling that consists of a thick cable containing 
four pairs of insulated copper conductors, all surrounded by a protective jacket.

two-factor authentication Any means used to authenticate a user that is stronger 
than the use of a user ID and password. Examples of two-factor authentication include 
digital certificate, token, smart card, or biometric.

uninterruptible power supply (UPS) A system that filters the incoming power of spikes 
and other noise and supplies power for short periods through a bank of batteries.

unit testing The portion of software testing where individual modules are tested.

Universal Disk Format (UDF) A optical media file system considered a replacement 
for ISO 9660. See also ISO 9660, file system.

universal mobile telecommunications system (UMTS) An airlink standard for wire-
less communications between mobile devices and base stations.

Universal Serial Bus (USB) An external bus technology used to connect computers 
to peripherals such as mice, keyboards, storage devices, printers, scanners, cameras, and 
network adaptors. However, the USB specification indeed contains full networking ca-
pabilities, which makes use of those small USB hubs possible.

Unix File System (UFS) A file system used by many Unix operating systems. See also 
file system.

unshielded twisted pair (UTP) A type of twisted-pair cable where there is no shield-
ing—just four pairs of twisted conductors and the outer protective jacket. See also twist-
ed-pair cable.

user A business or customer who uses an information system.
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user acceptance testing (UAT) The portion of software testing where end users test 
software programs for correct functional operation and usability.

User Datagram Protocol (UDP) The connectionless protocol used in the TCP/IP 
suite of protocols used to transport messages from one station to another over a net-
work.

user ID An identifier that is created by a system manager and issued to a user for the 
purpose of identification or authentication.

utility software The broad class of programs that support the development or use of 
networks, systems, and applications. Utility software is most often used by IT specialists 
whose responsibilities include some aspect of system development, support, or opera-
tions.

V.35 A standard protocol for sending serial data between computers.

variable sampling A sampling technique used to study the characteristics of a popu-
lation to determine the numeric total of a specific attribute from the entire population. 
See also sampling.

vendor standard A standard that specifies which suppliers and vendors are used for 
various types of products and services.

version control The techniques and tools used to manage different versions of source 
code files.

video surveillance The use of video cameras, monitors, and recording systems to re-
cord the movement of persons in or near sensitive areas. 

virtual private network (VPN) Any network encapsulation protocol that utilizes au-
thentication and encryption; used primarily for protecting remote access traffic and for 
protecting traffic between two networks. See also tunneling, encapsulation.

virtual server An active instantiation of a server operating system, running on a sys-
tem that is designed to house two or more such virtual servers. Each virtual server is 
logically partitioned from every other so that each runs as though it were on its own 
physically separate machine.

virus A type of malware where fragments of code attach themselves to executable 
programs and are activated when the program they are attached to is run.

visual notice A sign or symbol that is used to inform personnel of security controls 
and/or to warn unauthorized persons.

Voice over IP (VoIP) Several technologies that permit telephony that is transported 
over IP networks.

VoIP client A computer program designed to communicate using the Voice over IP 
(VoIP) protocol.  See also Voice over IP (VoIP).
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VoIP handset A digital telephone designed to communicate using the Voice over IP 
(VoIP) protocol. See also Voice over IP (VoIP).

vulnerability A weakness that may be present in a system that makes the probability 
of one or more threats more likely.

vulnerability management A formal business process that is used to identify and 
mitigate vulnerabilities in an IT environment.

walkthrough A review of some or all disaster recovery and business continuity plans, 
procedures, and other documentation. A walkthrough is performed by an entire group 
of individuals in a live discussion.

wall A structure that prevents or deters passage by unauthorized personnel.

war chalking The practice of marking buildings (using chalk) with symbols to indi-
cate the presence of a Wi-Fi access point, including some basic facts about it. See also 
war driving, Wi-Fi.

war driving An attack on a wireless network where attackers intercept and record in-
formation about Wi-Fi access points.

warm site An alternate processing center where recovery systems are present, but at a 
lower state of readiness than recovery systems at a hot site. For example, while the same 
version of the operating system may be running on the warm site system, it may be a 
few patch levels behind primary systems.

waterfall model A software development life-cycle process where activities are se-
quential and are executed one time in a software project. See also software development 
life cycle (SDLC).

web-based application An application design where the database and all business 
logic are stored on central servers, and where user workstations use only web browsers 
to access the application.

web-based application development A software development effort where the appli-
cation’s user interface is based on the HTTP (Hypertext Transport Protocol) and HTML 
(Hypertext Markup Language) standards.

web proxy filter A central program or device that monitors and, optionally, filters 
web communications. A web proxy filter is often used to control the sites (or categories 
of sites) that users are permitted to access from the workplace. Some web proxy filters 
can also protect an organization from malware.

web server A server that runs specialized software that makes static and dynamic 
HTML pages available to users.

web services A means for system-to-system communications using the HTTP protocol.

Web Services Description Language (WSDL) An XML-based language that is used to 
describe web services. See also web services.
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wet pipe A fire sprinkler system where all sprinkler pipes are filled with water. Each 
sprinkler head is equipped with a fuse—a heat-sensitive glass bulb—that breaks upon 
reaching a preset temperature. When this occurs, water is discharged from just that 
sprinkler head, which is presumably located near a fire. See also fire sprinkler system.

Wi-Fi The common name for a wireless LAN protocol. See also 802.11.

Wi-Fi Protected Access (WPA) An encryption standard for 802.11 wireless networks. 
The final version of WPA is known as WPA-2. See also 802.11.

wide area network (WAN) A network whose size ranges from regional to interna-
tional. This term is also used to describe a single point-to-point connection between 
two distant locations (a “WAN connection”).

wideband code division multiple access (W-CDMA) An airlink standard for wireless 
communications between mobile devices and base stations.

Wired Equivalency Protocol (WEP) An encryption standard for 802.11 wireless net-
works. WEP has been compromised and should be replaced with WPA-2. See also 
802.11, Wi-Fi Protected Access (WPA).

wireless USB (WUSB) A short-range, high-bandwidth standard wireless communica-
tions protocol used to connect computer peripherals.

work breakdown structure (WBS) A logical representation of the high-level and de-
tailed tasks that must be performed to complete a project.

worm A type of malware containing stand-alone programs capable of human-assisted 
and automatic propagation.

X.25 A common carrier standard for transporting packets from one station to anoth-
er. X.25 has been replaced by Frame Relay. See also Frame Relay.

Zachman Framework An enterprise architecture framework used to describe an IT 
architecture in increasing levels of detail.
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ACCA (Association of Chartered 

Certified Accountants), 5
acceptance of risk, 39
access control lists (ACLs), 351
access controls

in information security 
management, 316–318

ISACA guidelines for, 97
for physical security, 400–401
requirements for, 168
for stored information 

protection, 351
for third parties, 320–321

access logs, 318, 408
access management

defined, 58
logical access controls for. See 

logical access controls
for physical security, 400
responsibilities during 

disaster, 456
access provisioning, 43
ACLs (access control lists), 351
active-active vs. active-passive 

mode, 247
adaptors, 274
Address Resolution Protocol 

(ARP), 283
addressing

in Ethernet, 273–274
Internet layer protocols for, 

286–289
of nodes, 286
TCP/IP protocols for, 293–294

administrative audits, 112
administrative controls, 105, 390
admissions tickets, 10
agile development, 187
ALE (annualized loss 

expectancy), 37
all-at-once cutovers, 184
ALUs (arithmetic logic units), 237
American National Standards 

Institute (ANSI), 2

analysis
business impact, 430
criticality, 432–434
function point, 148
impact, 35–36
of networks by attackers, 370
probability, 35
qualitative risk, 36
of risk. See risk analysis
of threat, 33–35
of vulnerabilities. See 

vulnerability analysis
annualized loss expectancy 

(ALE), 37
annualized rate of occurrence 

(ARO), 37
ANSI (American National 

Standards Institute), 2
application controls, 201, 211–214
application layer

in Open Standards 
Interconnection model, 263

in TCP/IP network model, 267
transport layer protocols 

and, 291
application programming 

languages, 176
application servers, 236
application systems, 93–94
applications

auditing, 213
during disaster, 456
for encryption, 384–385

architecture
of computer hardware. See 

architecture of computer 
hardware

of network 
infrastructures, 254

in physical security controls, 
410–411

review of existing, 192
standards for, 27

architecture of computer 
hardware

buses in, 239
central processing units in, 

237–239
firmware in, 242
generally, 237
I/O devices in, 243
introduction to, 237
of main storage, 239–240
multicomputer, 243–244
of networks, 243
of secondary storage, 

240–242
arithmetic logic units (ALUs), 237
ARO (annualized rate of 

occurrence), 37
ARP (Address Resolution 

Protocol), 283
assessment of risk. See risk 

analysis
asset data

grouping, 30–31
identifying, 30
organizing, 31–32
protecting, 4
sources of, 30–31

asset values (AVs), 36
assets

custody of, 66–67
data on. See asset data
identifying, 30
protecting information. See 

information assets, 
protecting

value of, 36
Association of Chartered Certified 

Accountants (ACCA), 5
asynchronous replication, 443
Asynchronous Transfer Mode 

(ATM), 275
ATM (Asynchronous Transfer 

Mode), 275
atomicity, 212
attribute sampling, 120
audit charters, 88, 92
audit documentation, 92

619

index3-col.indd   619 9/14/2009   10:16:24 A



CISA Certified Information Systems Auditor All-in-One Exam Guide

620
audit evidence, 91
audit management. See also 

auditing
Canadian regulations for, 86
changes affecting, 81
charters for, 79
communication plans in, 115
compliance of, 85
compliance vs. substantive 

testing, 113
computer assistance in, 122
computer security and, 84–85
European regulations for, 

86–87
evidence in, 116–120
factors affecting, 80–81
fraud detection in, 124
introduction to, 110–111
laws on, 83
materiality in, 124–125
methodologies for, 113–116
objectives of, 111, 114
performing audits and, 

110–116
planning in, 80
post-audit followup, 116
pre-audit planning for, 114
procedures for. See ISACA 

procedures
programs for, 80
regulations and, 83–87
report preparations in, 115
reporting results, 122–124
resources for, 81–82
risk in, 124–126
sampling in, 120–122
scope of, 114
statements of work, 114
subject of audit in, 113
technology for, 82–83
type of audit in, 114
types of audits, 111–113
U.S. regulations and, 86
wrap-ups, 115

audit materiality, 90
audit sampling, 92–93
auditing. See also audits, 

conducting
application controls. See 

auditing application 
controls

business continuity plans. See 
auditing business 
continuity plans

business controls, 211
computer operations, 303
control self-assessment, 

127–129
data entry, 304
database management 

systems, 300–301
disaster recovery plans, 

478–479
employee performance, 44
external auditors for, 

126–127
file management, 303–304
file systems, 300
guidelines for. See ISACA 

guidelines
hardware for information 

systems, 299
in information security 

management, 312
information technology. See 

auditing information 
technology

insurance coverage, 479
internal controls. See internal 

controls
introduction to, 401–402, 

473–474
ISACA on. See ISACA 

(Information Systems 
Audit and Control 
Association)

lights-out operations, 304
management of. See audit 

management
monitoring operations, 305
network infrastructures, 

301–302
operating systems, 299–300
operations of information 

systems, 302–303
outsourced work, 52–53
overview of, 79
physical security controls, 

402–410
problem management, 

304–305

procurement, 305–306
project management, 207
quality management, 56
recommendations of, 

129–130
review of, answers to 

questions, 134
review of, notes, 130–131
review of, questions, 

132–134
review of, summary, 131–132
risk analysis in, 101–105
service provider contracts, 479
software development life 

cycles. See auditing 
software development life 
cycles

standards for. See ISACA 
standards

auditing application controls
applications in, 213
continuously, 213–214
data integrity testing in, 212
observations in, 211–212
online processing systems, 

212–213
transaction flow in, 211

auditing business continuity 
plans

alternative processing 
facilities in, 478

off-site storage in, 477–478
personnel interviews in, 

478–479
review of plans generally, 

474–476
review of prior testing in, 

476–477
auditing information technology

contracts in, 70–71
documents and records in, 

68–70
outsourcing in, 71–72
overview of, 68

auditing software development 
life cycles

change management in, 210
configuration management 

in, 210
design of projects in, 208
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development of software 

in, 209
feasibility studies in, 207
implementation of 

software, 209
introduction to, 206–207
post-implementation of 

software in, 210
project management in, 207
requirements of projects in, 

207–208
software acquisitions in, 208
testing of software, 209

audits, conducting
of automated controls, 524
automated testing in, 

528–529
categorizing exceptions 

in, 535
charters for, 495–497
checklists for, 544
clients in. See clients
closing procedures for, 543
compensating controls 

in, 511
contracts for, 495– 497
control activities in, 536
control effectiveness in, 

526–529
control environments in, 507
control objectives for, 

510–511, 536–537
control structures in, 511
control testing cycles in, 

490–491
corroborative inquiry in, 525
criminal activity discovery by, 

532–533
cycle of audits in, 485–486
data problems in, 493
deliverables in, 542–543
electronic documentation 

storage in, 539
electronic report delivery 

in, 542
engagement letters for, 

495–497
ethics in, 497–498
evidence gathering in, 

521–522

exceptions in, 530–531, 
533–535

executing projects in, 521
existing control structures 

in, 491
external attestations in, 

488–489
failures in, 526, 545
fees for, 496
follow-up to, 523, 544–545
fraud discovery by, 531–533
of governance, 494–495, 524
implementation life cycles in, 

493–494
improper management 

actions discovery by, 
532–533

incident discovery by, 531
of incident responses, 

492–493
independence of, 497–498
information requests for, 503
of information systems, 

491–492
inquiry in, 525
inspections in, 525–527
internally, 487, 489
introduction to, 485–487
of key controls, 511
lead sheets in, 539–540
life cycle reviews in, 493–494
life cycles in, 493–494
management responses 

to, 542
mapping controls to 

documentation in, 
514–515

methodologies for, 501–503
nondisclosure agreements 

in, 497
objectives of, 504–505
observations, testing control 

existence via, 525
operational, 491–492
opinion development in, 

535–537
origins of, 488
overview of, 487–488
PBC lists in, 503
planning for, 490, 499–506

post-implementation issues 
in, 493

pre-audits for, 515–516
preliminaries of, 500
procedures documentation 

in, 512–514
rates for, 496
readiness assessments for, 

515–516
recommendations from, 

537–538
reperformance in, 526–528
reports in, 541–544
residual risk assessment 

in, 534
resource planning for, 520
risk analysis in, 490, 500–501
sample testing in, 

522–523, 528
scope of, 505–506
scripts for testing in, 529
signing reports on, 541
staff augmentation for, 495
staff preparation for, 520–521
supporting documentation 

of, 538–539
technologies for, 500, 

508–509
test launching, 523
test plans in. See test plans
testing control existence in, 

524–526
testing programs for, 529
third parties in, 489, 541
workpaper ownership in, 496

authentication
access control lists for, 351
biometrics for, 347–350, 361
certificates for, 361
defined, 343
introduction to, 343
in network security 

countermeasures, 364
overview of, 346–347
provisioning user access 

for, 361
reduced sign-ons for, 350
for remote access, 342
in remote access, 342
requirements for, 167
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single sign-ons for, 350
tokens for, 361
training users, 361
trouble with, 361
two-factor, 347
user access controls and, 404
of user IDs and passwords, 

344–346
in Wi-Fi, 281

authorization
of input, 201–202
in logical access controls, 

343–344
requirements for, 167
of transactions, 66

automated testing, 524, 528–529
automatic controls, 107
availability management, 231, 

470–471
AVs (asset values), 36
awareness of security issues

in Internet 
communications, 373

of management, 311–312
of personnel, 119–120

BB
B2C (business-to-consumer) 

e-commerce review, 95
back doors, 338–339
background checks, 323–324
backups, 352, 445–447
balanced scorecards (BSCs), 19–20
batch controls, 203
BCI (Business Continuity 

Institute), 472
BCMI (Business Continuity 

Management Institute), 
472–473

BCPs (business continuity plans). 
See business continuity plans 
(BCPs)

benchmarking, 198–199
best practices, 471–473
BIA (business impact 

analysis), 430
biometrics

for authentication, 
347–350, 361

ISACA guidelines for, 97
for logical access control, 

347–350, 361
measurement variances 

in, 349
overview of, 347–349
registration in, 349
usability issues of, 350

blade computers, 243
Bluetooth, 282
boards of directors, 18–20
BOI (Bulletin of Information), 9
BPLCs (business process life 

cycles), 197–198
BPR (business process 

reengineering), 96, 198
bridges, 275
broadcast addresses, 289
BSCs (balanced scorecards), 

19–20
buffers, 239–240
Bulletin of Information (BOI), 9
bus topologies, 269
buses, 239
business application change 

controls, 100
business case development, 

138–139
Business Continuity Institute 

(BCI), 472
Business Continuity Management 

Institute (BCMI), 472–473
business continuity plans (BCPs). 

See also disaster recovery plans 
(DRPs)

alternative processing 
facilities in, 478

auditing. See auditing 
business continuity plans

availability of, 470–471
backups in, 445–447
best practices in, 471–473
business impact analysis 

in, 430
call trees in, 461–462
COBIT controls for, 

429–430
cold sites in, 439–440
communications in, 459
components of, 463

continuing operations in, 
457–458

core teams for, 449
critical suppliers, customers, 

and other parties, 460–461
criticality analysis, 432–434
cutover testing of, 468
declarations of disaster in, 450
defined, 58
development of, 447–448
disaster procedures in, 

449–451
document review for, 

465–466
documenting testing of, 

468–469
emergency supplies, 459
evacuation procedures, 

448–449
false alarms, 451
geographical site selection, 

440–441
hot sites, 438–439
insurance coverage in, 479
inventorying key processes 

and systems, 430–431
key targets, 434
maintaining, 471
mobile sites in, 440
networks in, 445
off-site storage in, 477–478
parallel testing of, 467–468
personnel interviews for, 

478–479
personnel issues in, 40–42, 

458–460
policies for, 428–429
pricing recovery 

capabilities, 436
prior testing and, 476–477
process of, 428
publishing recovery 

objectives, 435–436
RAID, 441–442
reciprocal sites, 440
recovery point objectives in, 

435–436
recovery procedures in, 457
recovery time objectives of, 

434–436

authentication (continued)
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redundant network 

connections and services 
in, 445

replication of data in, 
442–444

responsibilities during 
disaster, 452–457

restoration procedures in, 
445, 458

review of, answers to 
questions, 484

review of, notes, 481–482
review of, questions, 482–484
review of, summary, 480–481
reviewing, 97, 474–476
in risk management, 38
server clusters in, 444–445
service provider contracts 

in, 479
simulations in, 466–467
site recovery options, 437–438
in software development life 

cycle, 168–169
statements of impact in, 

431–432
strategies for recovery in, 437
technologies for recovery and 

resilience in, 441
testing, 464–469
training personnel, 469–470
transportation, 462–463
walkthroughs, 466
wallet cards, 462
warm sites, 439

business controls, 211
business functional requirements, 

165–166
business impact analysis 

(BIA), 430
business process life cycles 

(BPLCs), 197–198
business process reengineering 

(BPR), 96, 198
business processes

benchmarking in, 198–199
capacity maturity models in, 

199–201
life-cycle management of, 

196–201
reengineering, 96

business realization
business case development 

in, 138–139
introduction to, 136
measuring business benefits 

in, 139–140
portfolio management in, 

136–138
business-to-consumer (B2C) 

e-commerce review, 95

CC
CA (certificate authority), 

380, 382
CAATs (computer-assisted audit 

techniques), 91, 122
cabling types, 270–273
calculations, 204
call trees, 461–462
campus area networks 

(CANs), 255
Canadian regulations, 86
CANs (campus area 

networks), 255
capacity management, 56–57, 

230–231
capacity maturity models 

(CMMs)
in business processes, 

199–201
for controls, 550
integration of, 200
ISO 15504 for, 200–201
SEI CMM, 200

career opportunities, 2–3, 44
Carnegie Mellon University, 200
CASE (computer-aided software 

engineering), 190–191
central processing units (CPUs), 

237–239
certificate authority (CA), 

380, 382
certificate management, 361
certificate practice statements 

(CPSs), 383
certificate revocation lists (CRLs), 

382–383
certification

applying for, 11–12
benefits of, 2–3

continuing professional 
education for, 12–14

ethics code for, 6–8
exam for, 8–11, 15
experience requirements 

for, 3–5
introduction to, 1–2
requirements for, 3–5
retaining, 12
revocation of, 14–15
standards of, 6–8
substituting for direct work 

experience in, 4–5
summary on, 15
work experience 

requirements for, 4–5
Certified Governance of 

Enterprise Information 
Technology (CGEIT), 1

Certified Information Systems 
Auditors (CISAs). See CISAs 
(Certified Information Systems 
Auditors)

Certified Information Systems 
Management (CISM), 1

CGEIT (Certified Governance of 
Enterprise Information 
Technology), 1

chain of custody, 335
change management

auditing, 210, 412
defined, 57
in IT Service Management, 

224–225
in life-cycle management, 

195–196
overview of, 54
in project management, 

155–156
in protecting Internet 

communications, 373
chargeback features, 55
Chartered Institute of 

Management Accountants 
(CIMA), 5

charters
for audits, 495–497
of programs, 137
of projects, 116–117

checklists, 544
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checksums, 183–184
chief information officers 

(CIOs), 62
chief information security officers 

(CISOs), 20, 63
chief privacy officers (CPOs), 63
chief security officers (CSOs), 63
chief technical officers (CTOs), 63
ChoicePoint, 357
CIMA (Chartered Institute of 

Management Accountants), 5
CIOs (chief information 

officers), 62
CIs (configuration items), 

226–227
CISAs (Certified Information 

Systems Auditors)
certification of. See 

certification
COBIT and, 560
COSO Internal Control 

Integrated Framework 
and, 558

GAIT and, 562
GTAG and, 561
ISF Standard of Good 

Practice and, 562
ISO/IEC 27001 and 27002 

and, 564
ITIL  and, 565
PMBOK and, 157–158, 

565–566
PRINCE2 and, 568

CISCs (complex instruction set 
computers), 238

CISM (Certified Information 
Systems Management), 1

CISOs (chief information security 
officers), 20, 63

classful networks, 288
classification of assets, 314–316
classless networks, 288–289
cleaning, 399
client-server applications, 

365–367
clients

defined, 486–487
feedback of, 545
needs of, 499
PBC lists by, 503

planning projects with, 521
preparedness of, 503–504
procedures for, 507–508
signing off, 544
understanding of controls 

by, 512
closing procedures, 156–157, 543
cloud computing, 247
clustering, 246–247
CMMI (Capacity Maturity Model 

Integration), 200
coaxial cables, 272
COBIT (Control Objectives for 

Information and related 
Technology)

for business continuity 
planning, 429–430

CISA and, 560
for disaster recovery 

planning, 429–430
framework of, 108
introduction to, 558
overview of, 558–560

COCOMO (Constructive Cost 
Model), 147–148

Code of Professional Ethics, 6–8, 
87–88

cold sites, 439–440
collision avoidance, 273
command and control emergency 

management, 453
Committee of Sponsoring 

Organizations (COSO). See 
COSO (Committee of 
Sponsoring Organizations) 
Internal Control Integrated 
Framework

common off-the-shelf (COTS) 
software, 169–170

communication plans, 115, 459
compensating controls

defined, 106
for mobile devices, 362
in remote access, 342
in test plans, 511

competence, 96
competitive advantage, 84
complex instruction set 

computers (CISCs), 238
complexity ratings, 147

compliance
in audit management, 85
audits, 112
management of, 58
responsibilities for during 

disaster, 454
testing, 113

component-based 
development, 189

computer-aided software 
engineering (CASE), 190–191

computer-assisted audit 
techniques (CAATs), 91, 122

computer crime
categories of, 328
perpetrators of, 330–331
roles of computers in, 

326–327
threats to organizations of, 

328–329
computer forensics, 96
computer operating systems 

(OSs), 245–246
computers

in information systems, 
235–236

operations of, 303
security and privacy 

regulations for, 84–85
uses of, 236–237

configuration items (CIs), 
226–227

configuration management
auditing, 210
change management 

and, 227
defined, 57
generally, 226–227
in information system 

operations, 226–227
ISACA guidelines for, 97
in life-cycle management, 196
problem/incident 

management and, 227
in protection of Internet 

communications, 373
standards for, 27

Constructive Cost Model 
(COCOMO), 147–148

continuing operations, 457–458
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continuing professional 

education (CPE) credits
maintenance fees for, 14
qualifications of, 12–13
submitting, 13–14
tracking, 13

continuous auditing, 213–214
contractors, 326
contracts

for audit performance, 
495–497

introduction to, 70–71
recovery procedures and, 457
with software vendors, 173

control objectives, 536–537
Control Objectives for 

Information and related 
Technology (COBIT). See 
COBIT (Control Objectives for 
Information and related 
Technology)

control risk self-assessment, 99
control risks, 124
control self-assessment (CSA)

auditors and, 129
life cycle of, 128
objectives of, 128–129
pros and cons of, 127–128

controls
activities of, 536
applications, 201, 211–214
business, 211
capacity maturity models for. 

See capacity maturity 
models (CMMs)

data file, 205
defined, 550–553
Deming Cycle for, 553
effectiveness of, 526–529
environmental. See 

environmental security 
controls

existence of, 524–526
goals of, 548–549
for governance of 

enterprises, 548
input, 201–203
internal. See internal controls
ISACA on. See ISACA 

(Information Systems 

Audit and Control 
Association)

logical access. See logical 
access controls

network security. See network 
security controls

output, 205–206
physical security. See physical 

security controls
for processes, 549
in projects, 553–554
reconciliation, 206
report distribution and 

receipt, 206
retention, 206
self-assessment. See control 

self-assessment (CSA)
special forms, 205–206
terms and concepts of, 

547–548
controls, testing

of automated controls, 524
corroborative inquiry for, 525
cyclically, 490–491
environments in, 507
existence of, 524–526
failures in, 526
of governance controls, 524
inquiry for, 525
inspections for, 525–526
objectives and statements for, 

510–511
observations for, 525
reperformance for, 526
reviewing existing structures 

in, 491, 511
core teams, 449
corporate risk management vs. 

auditors’, 101
corrective actions, 313
corrective controls, 106
corroborative inquiries, 525
COSO (Committee of 

Sponsoring Organizations) 
Internal Control Integrated 
Framework

CISA and, 558
cube vs. pyramid in, 557–558
introduction to, 554–555
overview of, 555–557

costs, 148–149
COTS (common off-the-shelf) 

software, 169–170
countermeasures

assessing, 104–105
for private branch 

exchange, 387
for protecting Internet 

communications, 371–373
for wireless network security, 

369–370
CPE (continuing professional 

education) credits. See 
continuing professional 
education (CPE) credits

CPM (critical path methodology), 
150–153

CPOs (chief privacy officers), 63
CPSs (certificate practice 

statements), 383
CPUs (central processing units), 

237–239
credits. See continuing 

professional education (CPE) 
credits

criminal activity
discovery of, 532–533
ISACA on, 89, 92, 95
prosecuting, 84
via computer. See computer 

crime
critical path methodology (CPM), 

150–153
criticality analysis, 432–434
CRLs (certificate revocation lists), 

382–383
CRM (customer relationship 

management), 139
cross-training, 44
CSA (control self-assessment). 

See control self-assessment 
(CSA)

CSOs (chief security officers), 63
CTOs (chief technical officers), 63
cubes vs. pyramids, 557–558
custody of keys, 383
customer relationship 

management (CRM), 139
customer support, 47
customers, 19. See also users
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cutovers, 184, 468
cycle of audits, 485–486. See also 

life-cycle management

DD
DAC (Discretionary Access 

Control), 338
daily standups, 160
damage assessment, 454
data

communications, 247
during disaster, 455
entry of, 304
file controls, 205
integrity of, 212
management of, 63–64
migration of, 183–184
problems with, 493

data flow diagrams (DFDs), 21–22
data link layer, 259–260
data oriented system 

development (DOSD), 188
database management systems 

(DBMSs)
auditing, 300–301
object, 251
relational, 249–250
software for information 

systems, 248
database servers, 236
databases, 455
DBMSs (database management 

systems). See database 
management systems (DBMSs)

DDoS (denial of service) 
attacks, 332

debriefing, 156–157
debugging, 177–178
December certification exam 

date, 8
declaring disasters, 449–451
default gateways, 287–288
default passwords, 339, 355
default system settings, 339
deliverables, 542–543
deluge fire suppression 

systems, 398
Deming Cycle, 553
denial of service (DoS) attacks

countermeasures for, 371
defined, 331–332

malware for, 389
on networks, 363

design
auditing of, 208
of infrastructures, 193
in software development life 

cycle, 173–175
desktop computers, 236
detection risks, 125
detective controls, 106
deterrent controls, 106
development life cycles, 

493–494
device replacement, 361
DFDs (data flow diagrams), 

21–22
digital certificates, 347, 382
digital envelopes, 381–382
digital PBX (private branch 

exchange), 385
digital signatures, 98, 381
direct work experience 

requirements, 4–5
directories, 247–248, 256
directory services, 293
Disaster Recovery Institute 

International (DRII), 472
disaster recovery plans (DRPs), 

58. See also business continuity 
plans (BCPs)

alternative processing 
facilities in, 478

best practices, 471–473
COBIT controls for, 429–430
insurance coverage in, 479
introduction to, 4
maintaining, 471
man-made disasters, 

425–426
natural disasters, 422–425
off-site storage in, 477–478
organizational impacts, 

427–428
overview of, 421
personnel interviews in, 

478–479
prior testing and, 

476–477
review of, answers to 

questions, 484
review of, notes, 481–482

review of, questions, 
482–484

review of, summary, 480–481
reviewing, 474–476
in risk management, 38
service provider contracts 

in, 479
testing, 464–469
types of disasters in, 

422–426
disaster recovery requirements, 

168–169
disciplining employees, 325
discovery sampling, 121
Discretionary Access Control 

(DAC), 338
disk management systems 

(DMSs), 252
disposal of keys, 384
distributed denial of service 

(DoS) attacks, 332
DMSs (disk management 

systems), 252
DNS (Domain Name 

Service), 293
documentation

in auditing information 
technology, 68–70

of plan testing, 468–469
procedures for, 26–27
in project management, 

154–155
review of, 465–466

Domain Name Service 
(DNS), 293

DoS (denial of service) attacks. 
See denial of service (DoS) 
attacks

DOSD (data oriented system 
development), 188

DRAM (dynamic RAM), 240
DRII (Disaster Recovery Institute 

International), 472
DRPs (disaster recovery plans). 

See disaster recovery plans 
(DRPs)

dry pipe fire suppression 
systems, 398

dual power feeds, 395
due professional care, 92
dynamic RAM (DRAM), 240
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EE
e-commerce, 8
e-mail, 256, 380
EA (enterprise architecture), 

20–22
eavesdropping

defined, 338
on network 

transmissions, 363
passwords and, 346
points of entry in, 341
wireless networks and, 

368–370
EEPROM (electrically erasable 

programmable read-only 
memory), 242

EFs (exposure factors), 37
electric generators, 395
electric power, 394–396
electrically erasable 

programmable read-only 
memory (EEPROM), 242

electronic documentation, 539
electronic fund transfers, 100
electronic password vaulting, 345
electronic report delivery, 542
emergencies. See also disaster 

recovery plans (DRPs)
changes in, 226
responsibilities during, 452
supplies in, 459

employees. See also personnel 
management

augmenting number of, 495
development of, 43
policy manuals on, 42–43
preparation of, 520–521
in security governance, 20
termination of, 358, 407–408
transferring, 359

employment agreements, 324–325
employment periods, 325
encryption

applications for, 384–385
auditing, 100
digital envelopes in, 381–382
digital signatures in, 381
hashing in, 380
key management in, 

383–384

key pairs, 378
message digests in, 380
message security in, 378–379
network security controls, 373
overview of, 373–377
private key, 377
public key, 378–380
public key infrastructures for, 

382–383
in remote access, 342
requirements for, 168
S-HTTP, 384
secure key exchange in, 377
SET, 385
SSH, 384
SSL/TLS, 384
in Wi-Fi, 281
in wireless networks, 368

engagement letters, 495–497
enterprise architecture (EA), 

20–22
enterprise resource planning 

(ERP), 95
entity relationship diagrams 

(ERDs), 173
entry points, 340–341
environmental security controls

auditing, 413–414
cleaning as, 399
for electric power, 

395–396
electric power 

vulnerabilities, 394
for fire, 397–399
for humidity, 396–397
introduction to, 393
physical vulnerabilities, 

394–395
for protecting information 

assets, 393–399
for temperature, 396–397
threats and vulnerabilities, 

394–395
EPROM (erasable programmable 

read-only memory), 242
equipment, 326
erasable programmable read-only 

memory (EPROM), 242
ERDs (entity relationship 

diagrams), 173

ERP (enterprise resource 
planning), 95

error handling, 203–205
Ethernet

addressing in, 273–274
collision avoidance in, 273
devices for, 274–275
frame formats in, 274
for network infrastructures, 

273–275
overview of, 273
as shared medium, 273

ethics
overview of, 497–498
professional code of, 6–8, 

87–88
European regulations, 86–87
evacuation procedures, 448–449
evidence

in audits, generally, 116–117
gathering, 117–119, 521–522
observing personnel for, 

119–120
exam for certification

after, 11
day of, 11
overview of, 8–9
pointers on, 15
preparing for, 9–10
prior to exam, 9–10

exceptions, 530–531, 533–535
executive management, 18, 

61–63
executive support, 310
experience requirements, 3–5
exposure factors (EFs), 37
external attestations, 488–489
external auditors, 126–127
external communications, 453

FF
facial scanning, 348
failures in testing, 526, 545
false alarms, 451
FAT (File Allocation Table) file 

system, 248
FDDI (fiber distributed data 

interface), 277
feasibility studies, 163–165, 207
fees, 8, 496
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FEMA (U.S. Federal Emergency 

Management Agency), 472
fiber distributed data interface 

(FDDI), 277
fiber optic cables, 271–272
fields, 249
File Allocation Table (FAT) file 

system, 248
file servers, 236
file systems, 247–248, 300
File Transfer Protocol (FTP), 291
files

defined, 248
management of, 303–304
transferring, 291

financial audits, 112
financial management

of IS operations, 230
in IT governance, 19
overview of, 54–55

financial system asset 
inventories, 31

fines, 84
fingerprint readers, 347
fire, 397–399
firewalls

in auditing, 411
defined, 99
for Internet 

communications, 372
firmware, 242
Flash memory, 242
focus tendencies, 101
follow-ups

to audits, 544–545
information requests, 523
ISACA guidelines for, 97
ISACA standards for, 89
post-audit, 116

forecasting threats, 34
foreign keys, 249
forensic audits, 112
forensic investigations

chain of custody in, 335
in information security 

management, 334–336
overview of, 334–335
techniques and 

considerations in, 335–336
fourth generation languages, 191

FPA (function point 
analysis), 148

frame formats, 274
Frame Relay, 279
frameworks

COBIT, 558–560
COSO Internal Control 

Integrated Framework, 
554–558

GAIT, 561–562
GTAG, 560
introduction to, 554
ISF Standard of Good 

Practice, 562
ISO/IEC 27001 and 27002, 

562–564
ITIL, 564–565
PMBOK, 157–158, 565–566
PRINCE2, 567–568
summary of, 568–570

fraud
at ChoicePoint, 357
countermeasures for, 371
discovery of, 531–533
risk of, 124
toll, 386–387

front side bus (FSB), 239
FSB (front side bus), 239
FTP (File Transfer Protocol), 291
function point analysis (FPA), 148
functional testing, 180

GG
GAIT (Guide to Assessment of 

IT Risk), 561–562
Gantt charts, 150
gate processes, 229
generation of keys, 383
geographic cutovers, 184
geographical site selection, 

440–441
Global Technology Audit Guide 

(GTAG). See GTAG (Global 
Technology Audit Guide)

governance
auditing of, contracts, 70–71
auditing of, documents and 

records, 68–70
auditing of, generally, 68

auditing of, outsourcing, 
71–72

auditing of, reviews, 494–495
balanced scorecards for, 

19–20
board of directors practices 

for, 18
controls, 524
data flow diagrams in, 21–22
defined, 18
enterprise architecture in, 

20–22
of enterprises, 548
executive practices for, 18
of information security, 

generally, 17, 20
of information technology, 

generally, 4
management practices in. See 

management of 
information technology

organizational structures and. 
See organizational 
structures

of outsourcing, 52–53
personnel management in. 

See personnel management
policies for, 24–26
of privacy, 25–26
procedures for, 26–27
review of, answers to 

questions, 76–77
review of, notes, 73–74
review of, questions, 74–76
review of, summary, 72–73
risk management in. See risk 

management
security governance in, 20
security policies for, 25–26
standards for, 27–28
strategic planning and, 

22–23
strategy committee for, 

18–19
Zachman model in, 21

grid computing, 243, 247
grouping assets, 30–31
GTAG (Global Technology Audit 

Guide)
CISA and, 561
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introduction to, 560
overview of, 560–561

Guide to Assessment of IT Risk 
(GAIT), 561–562

guidelines
introduction to, 554
of ISACA. See ISACA 

guidelines
ISF Standard of Good 

Practice, 562
ISO/IEC 27001 and 27002, 

562–564
ITIL, 564–565
PMBOK, 157–158, 565–566
PRINCE2, 567–568

HH
hand print scanner, 347
handwriting recognition, 348
hardening systems. See system 

hardening
hardware

architecture of, 237
asset inventories, 314–315
auditing, 299
buses, 239
central processing units, 

237–239
computers, types of, 235–236
computers, uses of, 236–237
firmware, 242
generally, 235
I/O devices, 243
maintenance of, 244–245
monitoring, 245
multicomputer architectures, 

243–244
networking, 243
storage, main, 239–240
storage, secondary, 240–242

hashing, 380
helpdesks, 47, 65
HFS (Hierarchical File 

System), 248
hierarchical databases, 251
Hierarchical File System 

(HFS), 248
high-impact events, 38
hiring, 40
honeypots and honeynets, 

372–373

hot sites, 438–439
HTTP (Hypertext Transfer 

Protocol), 292
hubs, 275
human resources (HR), 69. See 

also personnel management
human resources security 

management
background checks by, 

323–324
contractors in, 326
disciplining employees, 325
employment agreements in, 

324–325
during employment 

period, 325
equipment in, 326
generally, 326
introduction to, 323
job descriptions in, 324
policies for employees, 325
screening personnel by, 

323–324
termination of 

employees, 326
transferring employees, 326

humidity, 396–397
Hypertext Transfer Protocol 

(HTTP), 292

II
I/O (input/output) devices, 243
IAs (internal audits). See internal 

audits (IAs)
ICMP protocol, 284–286
IDs (identifications)

introduction to, 
343–344

in logical access controls, 
344–346

removing nonessential, 356
risks with, 346

IDSs (intrusion detection 
systems). See intrusion 
detection systems (IDSs)

IGMP protocol, 284, 286
illegal acts

guidelines on, 92, 95
procedures on, 99
standards on, 89

IMAP (Internet Message Access 
Protocol), 291

impact analysis, 35–36
implementation life cycles, 

493–494
improper management actions, 

532–533. See also illegal acts
incident management

defined, 57
discovery of incidents and, 

492–493, 531
in IT Service 

Management, 223
overview of, 331–332
phases of response in, 

332–333
prevention in, 334
in protection of Internet 

communications, 373
responses to incidents in, 

313, 331–334
testing responses in, 333–334

independence of auditors
in audit performance, 

497–498
ethics code on, 6–7
guidelines for, 93, 94
standards for, 88

independence of evidence 
providers, 116

indexes, 249
inert gas fire suppression 

systems, 398
information assets, protecting. 

See also information security 
management

environmental security 
controls for, 393–399

logical access controls for. See 
logical access controls

overview of, 4
physical security controls for. 

See physical security 
controls

review of, answers to 
questions, 419–420

review of, notes, 415–416
review of, questions, 

417–419
review of, summary, 416–417
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security management for. See 
information security 
management

information requests, 503
Information Security Forum 

(ISF), 562
information security 

management. See also 
information assets, protecting

access controls in, 316–318
access for third parties in, 

320–321
auditing in, 312
awareness of security issues 

in, 311–312
background checks by, 

323–324
classification of assets, 

314–316
computer crime in, 326–331
contractors, 326
corrective actions in, 313
during disaster, 456
disciplining employees, 325
employment agreements in, 

324–325
during employment 

period, 325
equipment in, 326
executive support in, 310
forensic investigations in, 

334–336
governance in, 20
hardware asset inventories, 

314–315
human resources security, 

generally, 323
incident responses in, 313, 

331–334
inventory of assets, 314–315
job descriptions in, 324
leakage in, 392–393
legal agreements for third-

party security, 322
monitoring in, 312
network security controls for. 

See network security 
controls

overview of, 309–310

policies and procedures for, 
310–311, 325

preventive actions in, 313
privacy in, 318–319
risk and third parties in, 

319–321
roles and responsibilities in, 

313–314
screening personnel by, 

323–324
security of third parties, 

322–323
temporary workers, 326
termination of 

employees, 326
third-party management 

in, 319
transferring employees, 326

information system (IS) overview. 
See also IT (information 
technology)

architecture. See architecture
asset protection. See 

information assets, 
protecting

auditing, generally, 1–2, 
131–133

auditing, performance of, 
491–492

auditing, planning for, 79
business continuity. See 

business continuity plans 
(BCPs)

certified auditors. See CISAs 
(Certified Information 
Systems Auditors)

financial management of, 230
hardware. See hardware
infrastructures. See 

infrastructures
internal controls, 108–109
of internal controls, 

108–109
ISACA on. See ISACA 

(Information Systems 
Audit and Control 
Association)

life-cycle management, 135, 
214–216

operations. See operations of 
information systems

pervasive controls, 93
software. See software

Information Systems Audit and 
Control Association (ISACA). 
See ISACA (Information 
Systems Audit and Control 
Association)

information technology (IT). See 
IT (information technology)

Infrared Data Association 
(IrDA), 283

infrastructure operations. See also 
infrastructures

introduction to, 232
monitoring, 233
quality assurance, 234
security management, 235
software licensing, 232
software program library 

management, 233–234
infrastructures

architecture, review of 
existing, 192

design of, 193
developing, generally, 

191–192
evaluating, 193–194
implementation of, 194
in life-cycle management, 

191–194
maintenance of, 194
of networks. See network 

infrastructures
operations of. See 

infrastructure operations
procurement of hardware/

software for, 193
request for proposal on, 193
requirements for, 

192–193
testing, 194

inherent risks, 125
innovation, 19
input controls, 201–203
input/output (I/O) 

devices, 243
inquiries, 525
insourcing, 45
inspections, 525–527
instantiation, 162
integrated audits, 112

information assets, protecting 
(continued)
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Integrated Services Digital 

Network (ISDN), 279–280
intellectual property, 51
interception of information, 331
internal audits (IAs)

conducting, 487, 489
of financial business 

processes, 81
internal communications, 453
internal controls

categories of, 107
classes of, 106–107
general computing, 109
information system, 108–109
objectives of, 107–109
types of, 105

International Organization for 
Standardization (ISO). See ISO 
(International Organization for 
Standardization)

Internet
banking, 95
communications. See Internet 

communications, 
protecting

guidelines for use of, 97
layer. See Internet layer 

protocols
masquerading on, 371
points of presence, 409–410

Internet communications, 
protecting

change management in, 373
configuration management 

in, 373
denial of service attacks, 371
eavesdropping, 370
firewalls, 372
fraud, 371
honeypots and honeynets, 

372–373
incident management 

in, 373
introduction to, 370
intrusion detection 

systems, 372
malware, 371
masquerading attackers, 371
in networks, 370–373
security awareness training 

for, 373

security countermeasures for, 
371–373

targeted attacks, 370
threats and vulnerabilities 

in, 370
Internet layer protocols

classful networks, 288
classless networks, 288–289
default gateways, 287–288
introduction to, 265–266
IP protocols, generally, 

284–285
node addressing, 

generally, 286
special IP addresses, 289
subnet masks, 286–287

Internet Message Access Protocol 
(IMAP), 291

interserver trust, 356
interviews, 34, 119
intrusion detection systems (IDSs)

defined, 334
firewalls, 372
ISACA procedures for, 99
in network security, 365

intrusion prevention systems 
(IPSs), 365, 391

inventories
in business continuity plans, 

430–431
of financial system assets, 31
of hardware assets, 314–315
of information assets, 

314–315
of stored information 

media, 353
investigative procedures, 409
IP (Internet Protocol), 

284–285
IP (Internet Protocol) addresses

classful networks and, 288
classless networks and, 

288–289
default gateways and, 

287–288
in Internet layer node 

addressing, 286
special, 289
subnet masks and, 

286–287
IPSec protocol, 284, 286

IPSs (intrusion prevention 
systems), 365, 391

IrDA (Infrared Data 
Association), 283

iris scanning, 348
irregularities

guidelines for, 92, 95
procedures for, 99
standards for, 89

IS (information system) 
audits, 112

ISACA guidelines. See also ISACA 
(Information Systems Audit 
and Control Association)

for access controls, 97
for application systems 

review, 93–94
for audit charters, 92
for audit documentation, 92
for audit sampling, 92–93
for biometric controls, 97
for business continuity 

plans, 97
for business process 

reengineering, 96
for business-to-consumer e-

commerce, 95
for competence, 96
for computer-assisted audit 

techniques, 91
for computer forensics, 96
for configuration 

management, 97
for due professional care, 92
for enterprise resource 

planning, 95
for follow-up activities, 97
for independence of auditors, 

93, 94
for Internet banking, 95
for Internet use, 97
for irregularities and illegal 

acts, 92, 95
for IT governance, 94
for IT organizations, 98
for materiality concepts, 92
for mobile computing, 96
for other auditors’ 

work, 91
for outsourcing information 

services, 91
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for pervasive IS controls, 93
for post-implementation 

review, 96
for privacy, 96
procedures and, 98–100
for reporting, 95
for responsibility, authority, 

accountability, 97
for risk assessment in audit 

planning, 93
for security management 

practices review, 98
standards and. See ISACA 

standards
for system development life 

cycles, 95
for third parties and 

organizational IT 
controls, 94

for virtual private networks 
review, 95

ISACA (Information Systems 
Audit and Control Association)

ethics code of, 6–8, 87–88
guidelines of. See ISACA 

guidelines
introduction to, 1–2
procedures of, 98–100
standards of. See ISACA 

standards
on technical competence of 

auditors, 82
ISACA procedures

for business application 
change control, 100

for control risk self-
assessment, 99

for digital signatures, 98
for electronic fund 

transfers, 100
for encryption, 100
for firewalls, 99
for intrusion detection 

systems, 99
for irregularities and illegal 

acts, 99
for key management, 98
for penetration testing, 99
for risk assessment, 98

for viruses and malicious 
code, 99

for vulnerability analysis, 
99–100

ISACA standards
for audit charters, 88
for audit evidence, 91
for audit materiality, 90
Code of Professional Ethics, 

87–88
for follow-up activities, 89
guidelines and. See ISACA 

guidelines
for independence of 

auditors, 88
for irregularities and illegal 

acts, 89
for IT governance, 90
for planning, 89
procedures and, 98–100
for professional 

competence, 88
for reporting, 89
for risk assessment in audit 

planning, 90
for use of experts, 90
for work performance, 89

ISDN (Integrated Services Digital 
Network), 279–280

ISF (Information Security 
Forum), 562

ISO (International Organization 
for Standardization)

15505, 200–201
2000, 56–57
9000, 56
9660 file system, 248
ISO/IEC 27001 and 27002, 

562–564
OSI network model 

and, 258
IT (information technology)

architecture of. See 
architecture

controls of, 8
governance of. See 

governance
hardware for. See hardware
infrastructures for. See 

infrastructures

life-cycle management of. See 
life-cycle management

management of. See 
management of 
information technology

network infrastructures in. 
See network infrastructures

operations of. See operations 
of information systems

policies for, 24–26
privacy policies for, 25–26
procedures for, 26–27
security policies for, 25–26
service delivery and support, 4
software in. See hardware
standards for, 27–28
strategic planning of, 22–23

IT Infrastructure Library (ITIL). 
See ITIL (IT Infrastructure 
Library)

IT Service Management (ITSM)
change management in, 

224–225
emergency changes and, 226
generally, 222–223
incident management in, 223
linking to problem and 

incident management, 226
problem management in, 

223–224
records in change 

management, 225
service desks in, 223

iterative software development 
life-cycle model, 162

ITIL (IT Infrastructure Library)
framework of, 564–565, 

568–570
introduction to, 56–57
IT Service Management 

and, 223

JJ
job descriptions

in human resources security 
management, 324

in organizational structures, 
61–62

personnel management, 43
judgmental sampling, 120
June certification exam date, 8

ISACA guidelines (continued)
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KK
key fingerprints, 380
key management

controls in, 511
custody of keys, 383
disposal of keys, 384
exchange of keys in, 377–378
generation of keys, 383
ISACA procedures for, 98
protection of keys, 383
rotation of keys, 384

key pairs, 378
key targets, 434
kilo lines of code (KLOC), 147
KLOC (kilo lines of code), 147
known errors, 223

LL
L2TP (Layer 2 Tunneling 

Protocol), 284
LANs (local area networks). See 

local area networks (LANs)
laptop computers, 236
large-scale integration integrated 

circuits (LSI IC), 237
Layer 2 Tunneling Protocol 

(L2TP), 284
LDAP (Lightweight Directory 

Access Protocol), 293
lead sheets, 539–540
legal issues

in auditing, 83
data protection laws, 367
during disaster, 454
lawsuits, 84
in risk analysis, 7
in third-party security, 322

life-cycle management
application controls in, 201, 

211–214
benchmarking in, 

198–199
business benefits in, 

139–140
business case development 

in, 138–139
business controls in, 211
in business processes, 

196–201
business realization in, 136

calculations in, 204
capacity maturity models in, 

199–201
change management in, 

195–196
configuration management 

in, 196
of control self-assessment, 128
data file controls in, 205
editing, 204
error handling in, 

203–205
infrastructure in, 191–194
input controls in, 201–203
introduction to, 4
ISO 15504, 200–201
maintenance of information 

systems in, 194–196
output controls in, 205
overview of, 135
portfolio and program 

management for, 136–137
processing controls for, 204
project portfolio 

management for, 138
reconciliation controls 

in, 206
report controls in, 206
retention controls in, 206
review, answers to 

questions, 219
review, notes on, 216–217
review, questions on, 

217–219
review, summary points, 

214–216
reviewing life-cycles for, 

493–494
SEI CMM in, 200
in software development. See 

software development life 
cycle (SDLC)

special forms controls in, 
205–206

lights-out operations, 304
Lightweight Directory Access 

Protocol (LDAP), 293
link layer, 265, 283–284
linking

to change management, 227

to financial management, 231
to problem/incident 

management, 226–227
to service-level 

management, 231
local area networks (LANs)

Asynchronous Transfer Mode 
for, 275

cabling types in, 270–273
defined, 254–255
Ethernet, 273–275
fiber distributed data 

interface for, 277
fiber optic cables in, 271–272
introduction to, 269
physical network topologies 

of, 269
Token Ring, 276–277
transport protocols for, 273
twisted pair cables in, 

270–271
Universal Serial Bus for, 277

logging access, 351
logging audits, 168, 250
logic bombs, 338
logical access controls

access control lists, 351
authentication, generally, 343
authorization in, 343–344
biometrics, 347–350, 361
certificate management 

and, 361
changing multi- to single-

function systems, 354–355
default passwords, 355
device replacement and, 361
employee termination 

and, 358
employee transfers and, 359
entry points in, 340–341
identification in, 343
IDs, 344–346
interserver trust and, 356
limiting functionality or 

privileges, 355
mobile device protection, 362
models for, 337–338
nonpredictable 

passwords, 355
overview of, 336–337
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password management in, 
359–360

passwords, 344–346, 355
patch management and, 353
provisioning user access, 

357, 361
reduced sign-ons, 350
remote access, 341–342
removing unnecessary 

services, 355
risks with user IDs and 

passwords, 346
single sign-ons, 350
for stored information, 

351–353
system hardening and, 

354–356
threats to, 338–339
token management and, 361
training users, 361
two-factor authentication 

in, 347
user access management, 

356–357
user account provisioning, 

345–346
user IDs and passwords, 

344–346, 356
user privileges in, 356
vulnerabilities in, 339–340, 

353–354
logs, access, 318, 408
loopback addresses, 289
low pin counts (LPCs), 239
LPCs (low pin counts), 239
LSI IC (large-scale integration 

integrated circuits), 237

MM
MAC (Mandatory Access 

Control), 337–338
MAC (Media Access Control), 284
mainframe computers, 235
maintenance

of business continuity 
plans, 471

fees for continuing 
professional education, 14

of hardware, 244–245

of infrastructures, 194
in life-cycle management, 

194–196
malware

administrative controls 
fighting, 390

defined, 331
exposure to, 341
industry of, 389
Internet communications 

vs., 371
introduction to, 387
network security controls vs., 

257, 363, 387–392
technical controls vs., 

391–392
threats of, 338, 388–389

man-in-the-middle (MITM) 
attacks, 364

man-made disasters, 425–426
management

of audits. See audit 
management

of capacity, 230–231
of certificates, 361
of change. See change 

management
CISM for, 1
of configurations, 373
of human resources. See 

human resources security 
management

improper acts by, 
532–533

of incidents. See incident 
management

of information technology. 
See management of 
information technology

of keys, 98, 383–384
of life cycles. See life-cycle 

management
of patches, 353
of personnel. See personnel 

management
PMBOK for, 157–158, 

565–566
of programs, 18
responses to audits, 542
of risk. See risk management

of security. See security 
management

of tokens, 361
of vendors, 18
of vulnerabilities. See 

vulnerability management
management of information 

technology. See also governance
change in, 54
finances in, 54–55
ISO 2000 in, 56–57
overview of, 40
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optimization, 58–59
personnel in. See personnel 

management
projects in. See project 

management
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role of managers in, 61
of security, 57–58
Software-as-a-Service in, 

53–54
third-party service delivery 

in, 53
transport layer protocols for, 
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Mandatory Access Control 

(MAC), 337–338
mandatory vacations, 44
MANs (metropolitan area 

networks), 255
manual controls, 107
mapping controls to 

documentation, 514–515
market conditions, 162, 186
marking, 414–415
masquerading attackers, 371
materiality, 92, 124–125
MBus, 239
measurement variances, 349
media

inventories of, 353
management systems for, 252
for storage, 352

Media Access Control (MAC), 284
memory, 239–242
message digests, 380
message security, 378–379
messaging protocols, 291–292

logical access controls (continued)
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in risk analysis, 104
in risk management, 37–39

MITM (man-in-the-middle) 
attacks, 364

mobile computing
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protecting devices for, 362
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cabling types in, 270–273
Ethernet for, 273–275
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interface for, 277
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271–272
Frame Relay, 279
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on, 283
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Network in, 279–280
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management of, 296–297
models for, generally, 258
Multiprotocol Label 

Switching in, 278
Near-Field Communications 

in, 282–283
Open Standards 

Interconnection model 
of. See Open Standards 
Interconnection (OSI) 
model

overview of, 253
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of, 269
review of, answers to 

questions, 308
review of, questions, 

306–307
services of, 256–257
Synchronous Optical 

Networking in, 278
T-Carrier in, 278–279
TCP/IP protocols for. See 

TCP/IP (Transmission 
Control Protocol/Internet 
Protocol)

technologies of, 
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Token Ring protocol for, 
276–277

transport protocols, 
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twisted pair cables in, 
270–271

types of, 254–255
Universal Serial Bus for, 277
Wi-Fi, 280–282
of wide area networks, 

generally, 277
of wireless networks, 

generally, 280
wireless USB in, 282
X.25 in, 280

network layer, 260–261
network management

architecture of computer 
hardware in, 243

in business continuity 
planning, 445

during disaster, 455
in organizational 

structures, 64
Network News Transport 

Protocol (NNTP), 291–292
network security controls

for client-server applications, 
365–367

encryption in, 373
for information leakage, 

392–393
for Internet communications, 

370–373
malware and, 387–392
measures for, 364–365
overview of, 362–363
for physical security, 410–413
private branch exchange in, 

386–387
threats to, 363–364
VoIP in, 385–386
for wireless networks, 

367–370
Network Time Protocol (NTP), 

292–293
networked applications

client-server, 297–298
generally, 297
web-based, 298

NFC (Near-Field 
Communications), 282–283

NFPA (U.S. National Fire 
Protection Agency), 472
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object-oriented (OO) system 

development, 188–189
objectives
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control, 536–537
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in project management, 141
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recovery time, 434–436

observations
in auditing application 

controls, 211–212
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via, 525
OBSs (object breakdown 

structures), 141–142, 146
ODBMSs (Object Database 

Management Systems), 251
off-site storage, 352, 456
online. See also Internet

asset data, 31
processing systems, 212–213
security, 410

OO (object-oriented) system 
development, 188–189

open access, 341
Open Shortest Path First 

(OSPF), 284
Open Standards Interconnection 

(OSI) model
application layer in, 263
data link layer in, 259–260
network layer in, 260–261
overview of, 258–259, 264
physical layer in, 259
presentation layer in, 263
session layer in, 262–263
TCP/IP network model vs., 

267–268
transport layer in, 261–262

operating systems (OSs), 
245–246, 299–300

operational audits, 111, 
491–492

operations of information 
systems

auditing, 302–303
availability management 

of, 231
capacity management of, 

230–231
configuration management 

of, 226–227
financial management 

of, 230
gate processes in, 229
generally, 221
infrastructure operations, 
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management of, 19
monitoring, 233
organizational structures and, 

64–65
quality assurance in, 234
release management of, 

227–229
review of, answers to 

questions, 308
review of, questions, 

306–307
security management, 235
service-level management of, 

229–230

software licensing in, 232
software program library 

management in, 233–234
opinions of auditors

control activities in, 536
control objectives in, 

536–537
developing, generally, 

535–536
reporting, 537

organizational goals and 
objectives, 80–81

organizational structures
data management in, 63–64
disaster recovery plans and, 

427–428
executive management in, 

62–63
governance and. See 

governance
job titles and descriptions in, 

61–62
network management in, 64
operations in, 64–65
overview of, 59–60
roles and responsibilities in, 

61–65
security operations in, 65
segregation of duties in, 

66–68
service desks in, 65
software development in, 63
systems management in, 64

origins of audits, 488
OSPF (Open Shortest Path 

First), 284
output controls

in life-cycle 
management, 205

overview of, 205
for reconciliation, 206
for report distribution and 

receipt, 206
for retention, 206
for special forms, 205–206

outsourcing
auditing and, 71–72, 91
benchmarking and, 53
benefits of, 47–48
of governance, 52–53

index3-col.indd   636 9/14/2009   10:16:31 A



Index

637
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risks of, 48–50

owners, 61
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palm vein readers, 347–348
PANs (personal area networks), 

254–255
parallel cutovers, 184
parallel testing, 467–468
passwords

introduction to, 344–345
in logical access controls, 

344–346, 359–360
in physical security controls, 

405–406
in system hardening, 355

patch management, 334, 353
Payment Card Industry Data 

Security Standard (PCI-DSS), 85
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PDUs (power distribution 
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permissions settings, 339
perpetrators, 330–331
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business continuity planning 
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career paths and, 44
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in, 43
employee policy manuals for, 

42–43

hiring, 40
insourcing, 45
job descriptions, 43
outsourcing in. See 

outsourcing
performance evaluations, 44
security management and. 

See human resources 
security management

terminations in, 44–45
training in, 43–44
transfers and 

reassignments, 45
vacations, 44

PERT (program/project 
evaluation and review 
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phishing, 389
physical controls. See physical 

security controls
physical layer, 259
physical network topologies, 269
physical security controls

access countermeasures, 
400–401

access logs, 408
architecture in, 410–411
auditing, generally, 

401–402, 414
change management 

and, 412
defined, 105
during disaster, 455
employee terminations and, 

407–408
environmental, 394–395, 

413–414
Internet points of presence 

and, 409–410
introduction to, 400
investigative procedures 

in, 409
management in, 402–403
marking, 414–415
network access, 403, 

410–413
online presence and, 410
password management in, 

405–406
penetration testing in, 413

physical access in, 415
siting in, 414–415
user access controls in, 

403–405
user access provisioning in, 

406–407
vulnerability management 

and, 412–413
PKI (public key infrastructures), 

382–383
planning

for audit performance, 490, 
499–506
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See business continuity 
plans (BCPs)

communications, 115, 459
for disasters. See disaster 

recovery plans (DRPs)
enterprise resources, 95
rollback, 185
strategic, 22–23
tests. See test plans

PMBOK (Project Management 
Body of Knowledge), 157–158, 
565–566

Point-to-Point Protocol 
(PPP), 284

policies
for business continuity 

planning, 428–429
for employees, 325
for governance, 18, 24–26
for information security 

management, 310–311
for information technology, 

24–26
polymorphism, 189
POP (Post Office Protocol), 291
port numbers, 267
port scanning tools, 339
portfolio management, 

136–137. See also program 
management

post-implementation phase
auditing, 210
guidelines for review of, 96
issues in, 493
in software development life 

cycle, 185–186
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(PDUs), 395
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Protocol), 284
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systems, 398
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precipitating causes, 162–163
preliminaries for auditing, 500
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prevention, 313, 334
preventive controls, 106
pricing recovery capabilities, 436
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PRINCE2 (PRojects In Controlled 
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print servers, 236, 256
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privacy

guidelines for, 96
in information security 

management, 318–319
policies for, 25–26
regulations for, 86–88
requirements for, 169

private branch exchange (PBX)
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network security controls 

and, 386–387
security countermeasures 

for, 387
threats and vulnerabilities of, 

386–387
private key encryption, 377
privilege creep, 45, 359
probability analysis, 35
problem management
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defined, 57
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223–224
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processing controls
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data file controls, 205
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for errors, 205
for life-cycle management, 204
overview of, 204

procurement, 193, 305–306
production servers, 236–237
professional code of ethics, 6–8, 

87–88
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program management, see also 

project management, 18, 80
program/project evaluation and 

review technique (PERT), 150
programmable read-only 

memory (PROM), 242
project management

auditing, 207
change management in, 

155–156
closure in, 156–157
COCOMO method in, 

147–148
costs in, 148–149
critical path methodology in, 

150–153
developing objectives in, 141
documentation in, 

154–155
estimating project size 

in, 146
evaluation and review 

technique in, 150
function point analysis 

in, 148
Gantt charts in, 150
initiating projects in, 

140–141
introduction to, 18
methodologies for, 

157–159
object breakdown structures 

in, 141–142, 146
organizing projects in, 

140–142
overview of, 140, 142–143
planning in, 145–146
PMBOK for, 157–158
PRINCE2 for, 158–159
records in, 154
roles and responsibilities for, 

144–145

schedule management in, 
142–143

scheduling tasks in, 149–150
Scrum for, 159–161
source lines of code in, 

146–147
timebox management in, 

153–154
work breakdown structures 

in, 142–143, 146
Project Management Body of 

Knowledge (PMBOK), 
157–158, 565–566

project portfolio 
management, 138

PRojects In Controlled 
Environments (PRINCE2), 
158–159, 567–568

PROM (programmable read-only 
memory), 242

protecting information assets. See 
information assets, protecting

protecting Internet 
communications. See Internet 
communications, protecting

protecting stored information. 
See stored information, 
protecting

protection of keys, 383
protocol standards, 27
prototyping, 187
provisioning user access, 357, 361
public key cryptosystems

introduction to, 378
key pairs in, 378
message security in, 378–379
public key infrastructures 

and, 382–383
verifying, 380

public key infrastructures (PKIs), 
382–383

publishing recovery objectives, 
435–436

pyramids vs. cubes, 557–558

QQ
qualitative risk analysis, 36
quality assurance, 181, 234
quality management, 55–56
quantitative risk analysis, 36–37

index3-col.indd   638 9/14/2009   10:16:31 A



Index

639

RR
RA (registration authority), 382
RAD (rapid application 

development), 187–188
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in project management, 154
responsibilities during 

disaster, 455
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restoration
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recovery time objectives (RTOs), 
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changes in, 80
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cycles, 162–163
relational database management 

systems (rDBMSs)
overview of, 249–250
security of, 250
software for, 249–250

release management
defined, 57
gate processes in, 229
operations of information 

systems, 227–229
overview of, 227–229

relocation, 456
remote access, 256, 341–342
remote copy (rcp), 291
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(RPC), 292
removing unnecessary services, 

355
renewal periods, 13
repeaters, 274
reperformance, 526–528
replication of data, 442–444
reports
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distribution and receipt 

of, 206
guidelines for, 95
introduction to, 122–124
reviewing, 543
standards for, 89
writing, 541–542
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requests for proposal (RFPs), 

169–173, 193

residual risks, 39, 534
resource planning, 520
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during disaster. See 
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disaster

ISACA guidelines for, 97
roles and. See roles and 
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access management, 456
applications, 456
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452–457
command and control 

emergency 
management, 453

compliance issues, 454
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damage assessment, 454
data, 455
databases, 455
emergency responses, 452
external 

communications, 453
information security, 456
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communications, 453
legal issues, 454
network services, 455
off-site storage, 456
overview of, 451–452
physical security, 455
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relocation, 456
salvage operations, 454
scribes, 453
supplies, 455
systems, 455
training, 456
transportation, 455
user hardware setup, 456

restoration. See also recovery 
procedures

in business continuity 
planning, 445, 458

of stored information, 353
retention controls, 206
return on investment 

(ROI), 185
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ISACA guidelines for, 93
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risk management. See also 

governance
acceptance of risk in, 39
analysis of risk in. See risk 

analysis
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high-impact events in, 38
impact analysis in, 35–36
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internal controls

mitigation of risks in, 37–39
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of outsourcing, 48–51
overview of, 28
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process of, 30
program for, 28–29
qualitative risk analysis in, 36
quantitative risk analysis in, 

36–37
residual risks in, 39
sources of asset data in, 

30–31
threat analysis in, 33–35
transfer of risks in, 39
treatment of risks in, 38–40
vulnerability identification 

in, 35
rlogin, 292
Rockefeller, John D., 422
ROI (return on investment), 185
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in information security 
management, 313–314
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61–65

for project management, 
144–145

rollback planning, 185
ROM (read-only memory), 242
rotation of keys, 384
RPC (Remote Procedure 

Call), 292
RPOs (recovery point objectives), 

435–436
RTOs (recovery time objectives), 

434–436
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S-HTTP (Secure Hypertext 

Transfer Protocol), 384
S/MIME (Secure Multipurpose 

Internet Mail Extensions), 384
SaaS (Software-as-a-Service), 

53–54
salvage operations, 454
sample testing, 522–523, 528
sampling, 120–122, 125

SANs (storage area networks), 
169, 442

Sarbanes-Oxley Act, 85
SBus, 239
scalability, 377
scanning attacks, 339
schedule management, 142–143, 

149–150
scope of audits, 110, 505–506
SCP (Secure Copy), 291
screening personnel, 323–324
scribes, 453
scripts, 529
Scrum, 159–161
SDLC (software development life 

cycle). See software 
development life cycle (SDLC)

search engines, 409
Secure Copy (SCP), 291
Secure Electronic Transaction 

(SET), 385
Secure Hypertext Transfer 

Protocol (S-HTTP), 384
secure key exchange, 377
Secure Multipurpose Internet 

Mail Extensions (S/MIME), 384
Secure Shell (SSH), 292, 384
Secure Sockets Layer/Transport 

Layer Security (SSL/TLS), 384
security

awareness of, 311–312, 373
countermeasures for. See 

countermeasures
of environments. See 

environmental security 
controls

governance of, 20
human resources in. See 

human resources security 
management

incidents vs.. See incident 
management

of information. See 
information security 
management

of information assets. See 
information assets, 
protecting

management of. See security 
management
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controls
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management systems, 250
requirements for, 

167–168
risks to. See risk analysis
of third parties, 322–323
of utility software, 253
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security management. See also 

security
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management
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information security 
management
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operations, 235

life-cycle management of, 
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of management, 57–58
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in outsourcing, 50–51
of personnel. See human 

resources security 
management
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physical security controls
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66–68, 120
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444–445
servers, 236
service desks, 65, 223
service-level agreements (SLAs)

mitigating risk in, 50
in outsourcing, 52
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service-level management, 
229–230

service provider audits, 112–113
services, 56–57, 256–257
session layer, 262–263
session protocols, 292
SET (Secure Electronic 
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SFTP (SSH File Transfer 

Protocol), 291
shared mediums, 273
sharing files and directories, 292
shielded twisted pair (STP) 

cables, 270
signal strength, 282
signing reports, 541
Simple Mail Transfer Protocol 

(SMTP), 291
Simple Network Management 

Protocol (SNMP), 292
simulations, 466–467
single loss expectancies (SLEs), 37
single sign-ons, 350
site recovery options, 437–438
siting, 414–415
SLAs (service level agreements). 

See service-level agreements 
(SLAs)

SLEs (single loss expectancies), 37
SLOCs (source lines of code), 

146–147
smart cards, 347
SMTP (Simple Mail Transfer 

Protocol), 291
sniffing, 341
SNMP (Simple Network 

Management Protocol), 292
social networking sites, 409
SOD (segregation of duties), 

66–68
software

acquiring, 176–177, 208
for cloud computing, 247
clustering, 246–247
for data communications, 247
for database management 

systems, 248
developing. See software 

development life cycle 
(SDLC)

file systems and, 247–248
for grid computing, 247
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databases, 251
licensing, 232
in media management 

systems, 252
Object Database 

Management Systems, 251
for operating systems, 

245–246
organizational structures 

and, 63
outsourcing, 47
program library 

management, 233–234
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management systems, 
249–250

utility, 252–253
virtualization, 246

Software-as-a-Service (SaaS), 
53–54

software development life cycle 
(SDLC)

agile development in, 187
alternatives for, 187–190
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requirements in, 168–169
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requirements in, 165–166
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development in, 189
computer-aided software 

engineering for, 190–191
cutover in, 184
data migration in, 183–184
data oriented system 
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debugging in, 177–178
design in, 173–175
development in, 175–176
disaster recovery 

requirements in, 168–169
feasibility studies in, 163–165
fourth generation languages 

for, 191
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overview of, 161
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planning in, 182
post-implementation in, 

185–186
precipitating causes of, 

162–163
privacy requirements in, 169
prototyping in, 187
quality assurance testing 

in, 181
rapid application 

development in, 187–188
regulatory requirements in, 
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request for proposal process 
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rollback planning in, 185
security requirements in, 
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settings, 176–177
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in, 178
system development tools 

for, 190–191
system testing in, 180
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standards in, 166–167
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180–181
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procedures), 26
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source code management, 178
source lines of code (SLOCs), 
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special forms controls, 205–206
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cycle model, 162
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SSH File Transfer Protocol 

(SFTP), 291
SSH (Secure Shell), 292, 384
SSL/TLS (Secure Sockets Layer/

Transport Layer Security), 384
staff. See employees
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Standard of Good Practice, 562
standard operating procedures 
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standards
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statements of impact, 
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statements of work, 114
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statistical sampling, 120
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stop-or-go sampling, 121

storage area networks (SANs), 
169, 442

stored information
access controls for, 351
backups of, 352
electronic 

documentation, 539
logging access to, 351
main, 239–240
media inventories of, 353
media storage and, 352
off-site, 352, 456
protecting, 351–353
restoration testing, 353
secondary, 240–242

STP (shielded twisted pair) 
cables, 270

strategic planning, 22–23
strategy committees, 18–19
stratified sampling, 121
structured cabling, 254
subnet masks, 286–287
supercomputers, 235
supplier standards, 27
supplies during disaster, 455
supporting documentation, 

538–539
switches, 275
Synchronous Optical Networking 

(SONET), 278
synchronous protocols, 279
synchronous replication, 443
system hardening

changing multi- to single-
function systems, 354–355

default passwords, 355
defined, 334
interserver trust in, 356
introduction to, 354
limiting functionality or 

privileges, 355
logical access controls, 

354–356
nonpredictable 

passwords, 355
passwords, 355
removing unnecessary 

services, 355
user IDs in, 356
user privileges in, 356

software development life cycle 
(SDLC) (continued)
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hardening. See system 

hardening
information. See information 

system (IS) overview
in organizational 

structures, 64
portfolios, 31
testing, 180

TT
T-Carrier, 278–279
tables, 249
tape management systems 

(TMSs), 252
targeted attacks, 370
TCP/IP (Transmission Control 

Protocol/Internet Protocol)
application layer in, 267
applications for, 295
Domain Name System 

and, 294
e-mail, 295
for global Internet, 293–297
instant messaging in, 295
Internet layer in, 265–266, 

284–289
IP addressing, 293–294
link layer in, 265, 283–284
network infrastructure, 264
Open Standards 

Interconnection model 
and, 267–268

overview of, 264–265
routing, 294–295
transport layer in, 266–267, 

289–293
tunneling, 296
World Wide Web, 295

TCP (Transmission Control 
Protocol), 290

technical controls, 105, 
391–392

technologies
for audit management, 

82–83
for audit performance, 500, 

508–509

in network 
infrastructures, 268

for recovery and 
resilience, 441

standards for, 27
Telecommunications Industry 

Association (TIA), 399
TELNET, 292
temperature, 396–397
temporary workers, 326
tendencies of focus, 101
terminal emulation, 256
termination of employees, 

44–45, 326
test plans. See also testing

client procedures in, 
507–508

client understanding of 
controls in, 512

compensating controls 
in, 511

contents of, 517–519
control objectives and 

statements for, 510–511
control structures, 

reviewing, 511
controls environments 

in, 507
estimating effort for, 519
introduction to, 506
key controls in, 511
mapping controls to 

documentation in, 
514–515

organizing, 516–517
pre-audits in, 515–516
procedures documentation 

in, 512–514
readiness assessment in, 

515–516
resource planning for, 520
review of, 519
staff preparation for, 520–521
technologies for, 508–509

test servers, 236–237
testing

business continuity plans, 
464–469, 476–477

controls. See controls, testing
incident responses, 333–334

infrastructures, 194
launching of, 523
penetration, 99, 413
programs, 529
restoration, 353
software, 178–181, 209
substantive, 113

thick clients, 237
thin clients, 237
third parties

management of, 319
need for, 489
organizational IT controls 

and, 94
reporting to, 541
service delivery by, 53

threats. See also risk analysis; 
vulnerability analysis

analysis of, 33–35, 102–103
computer crime, 328–329
environmental security 

controls vs., 394–395
to Internet 

communications, 370
to logical access controls, 

338–339
of malware, 388–389
to network security controls, 

363–364
to private branch exchange, 

386–387
to Voice over IP, 385–386
to wireless networks, 

368–369
TIA (Telecommunications 

Industry Association), 399
time bombs, 338
time synchronization, 256–257
time zones, 50
timebox management, 153–154
TMSs (tape management 

systems), 252
token management, 347, 361
Token Ring protocol, 276–277
toll fraud, 386–387
tracking, 13
training

for disaster, 456
of employees, 43–44, 

469–470
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for technical competence, 82
of users, 361

transaction authorization, 66
transaction flow, 211
transfer of risks, 39
transferring employees, 45, 326
Transmission Control Protocol/

Internet Protocol (TCP/IP). See 
TCP/IP (Transmission Control 
Protocol/Internet Protocol)

Transmission Control Protocol 
(TCP), 290

transport layer protocols
application layer and, 291
for directory services, 293
for file transfer, 291
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for management, 292–293
for messaging, 291–292
in Open Standards 

Interconnection model, 
261–262

overview of, 289–290
for sessions, 292
for sharing files and 

directories, 292
TCP and, 290
TCP/IP and, 266–267
UDP and, 290–291

transport protocols, 273
transportation, 455, 462–463
treatment of risks, 38–40
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trunking, 385
twisted pair cables, 270–271
two-factor authentication, 347

UU
UAT (user acceptance testing), 

180–181, 228
UDF (Universal Disk Format) file 

system, 248
UDP (User Datagram Protocol), 

290–291
UIs (user interfaces), 190
uninterruptible power supply 

(UPS), 395

unit testing, 177–180, 228
Universal Disk Format (UDF) file 

system, 248
Universal Serial Bus (USB), 277
unpatched systems, 339
unshielded twisted pair (UTP) 
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UPS (uninterruptible power 
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U.S. Federal Emergency 

Management Agency 
(FEMA), 472

U.S. National Fire Protection 
Agency (NFPA), 472

U.S. National Institute of 
Standards and Technology 
(NIST), 472

U.S. regulations, 86
usability issues, 350
USB (Universal Serial Bus), 277
user acceptance testing (UAT), 

180–181, 228
user access

in logical access controls, 
356–357

in physical security controls, 
403–405

provisioning, 406–407
user account provisioning, 

345–346
User Datagram Protocol (UDP), 

290–291
user IDs

authentication of, 344–346
introduction to, 344
in logical access controls, 

344–346
passwords and, 344–345
removing nonessential, 356
risks with, 346

user interfaces (UIs), 190
users

hardware for, 456
IDs of. See user IDs
privileges of, 356
role of, 61
satisfaction of, 19

utility software, 252–253
UTP (unshielded twisted pair) 

cables, 270

VV
vacations, 44
VAFs (value adjustment 

factors), 148
validation of input, 168, 202–203
value adjustment factors 

(VAFs), 148
variable sampling, 120
vendor management, 18
Verification of Work Experience 

forms, 11
views, 250
virtual private networks (VPNs)

biometrics in, 348
defined, 95
points of entry in, 341–342

virtual servers, 244
virtualization, 246
viruses, 99
Voice over IP (VoIP)

introduction to, 385
protecting, 386
threats and vulnerabilities of, 

385–386
voice recognition, 348
VPNs (virtual private networks), 

95, 341–342
vulnerability analysis

identification of 
vulnerabilities in, 35

ISACA procedures for, 
99–100

in logical access controls, 
339–340

of wireless networks, 368–
369

vulnerability management
auditing, 412–413
introduction to, 58
logical access controls, 

353–354
logical access controls and, 

353–354
monitoring in, 334

WW
walkthroughs, 466
wallet cards, 462
WANs (wide area networks). See 

wide area networks (WANs)

training (continued)
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war driving/chalking, 339, 368
warm sites, 439
waterfall change management 

process, 224–225
waterfall software development 

life-cycle model, 161–162
WBSs (work breakdown 

structures), 142–143, 146
web-based application 

development, 189–190
Web servers, 236
wet pipe fire suppression 

systems, 398
Wi-Fi, 280–282
wide area networks (WANs)

defined, 255
Frame Relay, 279
Integrated Services Digital 

Network, 279–280

Multiprotocol Label 
Switching, 278

overview of, 277
Synchronous Optical 

Networking, 278
T-Carrier, 278–279
X.25, 280

wireless networks
eavesdropping in, 368
encryption in, 368
introduction to, 280
security controls for, 367–370
security countermeasures for, 

369–370
spoofing in, 369
threats to, 368–369
vulnerabilities of, 368–369
war driving/chalking in, 368

wireless USB (WUSB), 282
work breakdown structures 

(WBSs), 142–143, 146
work experience requirements, 

4–5
work performance, 89
working copies of programs, 240
workpaper ownership, 496
workstations, 237
WUSB (wireless USB), 282

XX
X.25, 280
X.500, 293

ZZ
Zachman model, 21
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LICENSE AGREEMENT

THIS PRODUCT (THE “PRODUCT”) CONTAINS PROPRIETARY SOFTWARE, DATA AND INFORMATION (INCLUDING
DOCUMENTATION) OWNED BY THE McGRAW-HILL COMPANIES, INC. (“McGRAW-HILL”) AND ITS LICENSORS. YOUR
RIGHT TO USE THE PRODUCT IS GOVERNED BY THE TERMS AND CONDITIONS OF THIS AGREEMENT.
LICENSE: Throughout this License Agreement, “you” shall mean either the individual or the entity whose agent opens this package. You
are granted a non-exclusive and non-transferable license to use the Product subject to the following terms:
(i) If you have licensed a single user version of the Product, the Product may only be used on a single computer (i.e., a single CPU). If you
licensed and paid the fee applicable to a local area network or wide area network version of the Product, you are subject to the terms of the
following subparagraph (ii).
(ii) If you have licensed a local area network version, you may use the Product on unlimited workstations located in one single building
selected by you that is served by such local area network. If you have licensed a wide area network version, you may use the Product on
unlimited workstations located in multiple buildings on the same site selected by you that is served by such wide area network; provided,
however, that any building will not be considered located in the same site if it is more than five (5) miles away from any building included in
such site. In addition, you may only use a local area or wide area network version of the Product on one single server. If you wish to use the
Product on more than one server, you must obtain written authorization from McGraw-Hill and pay additional fees.
(iii) You may make one copy of the Product for back-up purposes only and you must maintain an accurate record as to the location of the
back-up at all times.
COPYRIGHT; RESTRICTIONS ON USE AND TRANSFER: All rights (including copyright) in and to the Product are owned by
McGraw-Hill and its licensors. You are the owner of the enclosed disc on which the Product is recorded. You may not use, copy, decompile,
disassemble, reverse engineer, modify, reproduce, create derivative works, transmit, distribute, sublicense, store in a database or retrieval
system of any kind, rent or transfer the Product, or any portion thereof, in any form or by any means (including electronically or otherwise)
except as expressly provided for in this License Agreement. You must reproduce the copyright notices, trademark notices, legends and logos
of McGraw-Hill and its licensors that appear on the Product on the back-up copy of the Product which you are permitted to make hereunder.
All rights in the Product not expressly granted herein are reserved by McGraw-Hill and its licensors.
TERM: This License Agreement is effective until terminated. It will terminate if you fail to comply with any term or condition of this
License Agreement. Upon termination, you are obligated to return to McGraw-Hill the Product together with all copies thereof and to purge
all copies of the Product included in any and all servers and computer facilities.
DISCLAIMER OF WARRANTY: THE PRODUCT AND THE BACK-UP COPY ARE LICENSED “AS IS.” McGRAW-HILL, ITS
LICENSORS AND THE AUTHORS MAKE NO WARRANTIES, EXPRESS OR IMPLIED, AS TO THE RESULTS TO BE OBTAINED
BY ANY PERSON OR ENTITY FROM USE OF THE PRODUCT, ANY INFORMATION OR DATA INCLUDED THEREIN AND/OR
ANY TECHNICAL SUPPORT SERVICES PROVIDED HEREUNDER, IF ANY (“TECHNICAL SUPPORT SERVICES”).
McGRAW-HILL, ITS LICENSORS AND THE AUTHORS MAKE NO EXPRESS OR IMPLIED WARRANTIES OF
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE OR USE WITH RESPECT TO THE PRODUCT.
McGRAW-HILL, ITS LICENSORS, AND THE AUTHORS MAKE NO GUARANTEE THAT YOU WILL PASS ANY
CERTIFICATION EXAM WHATSOEVER BY USING THIS PRODUCT. NEITHER McGRAW-HILL, ANY OF ITS LICENSORS NOR
THE AUTHORS WARRANT THAT THE FUNCTIONS CONTAINED IN THE PRODUCT WILL MEET YOUR REQUIREMENTS OR
THAT THE OPERATION OF THE PRODUCT WILL BE UNINTERRUPTED OR ERROR FREE. YOU ASSUME THE ENTIRE RISK
WITH RESPECT TO THE QUALITY AND PERFORMANCE OF THE PRODUCT.
LIMITED WARRANTY FOR DISC: To the original licensee only, McGraw-Hill warrants that the enclosed disc on which the Product is
recorded is free from defects in materials and workmanship under normal use and service for a period of ninety (90) days from the date of
purchase. In the event of a defect in the disc covered by the foregoing warranty, McGraw-Hill will replace the disc.
LIMITATION OF LIABILITY: NEITHER McGRAW-HILL, ITS LICENSORS NOR THE AUTHORS SHALL BE LIABLE FOR ANY
INDIRECT, SPECIAL OR CONSEQUENTIAL DAMAGES, SUCH AS BUT NOT LIMITED TO, LOSS OF ANTICIPATED PROFITS
OR BENEFITS, RESULTING FROM THE USE OR INABILITY TO USE THE PRODUCT EVEN IF ANY OF THEM HAS BEEN
ADVISED OF THE POSSIBILITY OF SUCH DAMAGES. THIS LIMITATION OF LIABILITY SHALL APPLY TO ANY CLAIM OR
CAUSE WHATSOEVER WHETHER SUCH CLAIM OR CAUSE ARISES IN CONTRACT, TORT, OR OTHERWISE. Some states do
not allow the exclusion or limitation of indirect, special or consequential damages, so the above limitation may not apply to you.
U.S. GOVERNMENT RESTRICTED RIGHTS: Any software included in the Product is provided with restricted rights subject to
subparagraphs (c), (1) and (2) of the Commercial Computer Software-Restricted Rights clause at 48 C.F.R. 52.227-19. The terms of this
Agreement applicable to the use of the data in the Product are those under which the data are generally made available to the general public
by McGraw-Hill. Except as provided herein, no reproduction, use, or disclosure rights are granted with respect to the data included in the
Product and no right to modify or create derivative works from any such data is hereby granted.
GENERAL: This License Agreement constitutes the entire agreement between the parties relating to the Product. The terms of any Purchase
Order shall have no effect on the terms of this License Agreement. Failure of McGraw-Hill to insist at any time on strict compliance with
this License Agreement shall not constitute a waiver of any rights under this License Agreement. This License Agreement shall be construed
and governed in accordance with the laws of the State of New York. If any provision of this License Agreement is held to be contrary to law,
that provision will be enforced to the maximum extent permissible and the remaining provisions will remain in full force and effect.
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